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Notice to Users of T1 Services

1. The device must only be connected to the T1 network connected behind an FCC Part 68 registered channel
service unit. Direct connection is not allowed.

2. Before connecting your unit, you must inform the telephone company of the following information:

SOC:6.0N FIC: 04DU9-ISN

3. If the unit appears to be malfunctioning, it should be disconnected from the tel ephone lines until you learn
if your equipment or the telephonelineisthe source of thetrouble. If your equipment needsrepair, it should
not be reconnected until it is repaired.

4. If the telephone company finds that this equipment is exceeding tolerable parameters, the telephone
company can temporarily disconnect service, although they will attempt to give you advance notice if
possible.

5. Under FCC rules, no customer is authorized to repair this equipment. This restriction applies regardless of
whether the equipment isin or out of warranty.

6. If the telephone company aleters their equipment in a manner that will affect the use of this device, they
must give you advance warning so as to give you the opportunity for uninterrupted service. Y ou will be
advised of your right to file a complaint with the FCC.

7. The affidavit must be completed by the installer.

8. User may not under any circumstances (in or out of warranty) attempt any service, adjustment or repairs
of this equipment. For any question or problem regarding this equipment, contact the manufacturer of the
manufacturer’ s representative.



T1 SYSTEMS
AFFIDAVIT REQUIREMENT FOR CONNECTION TO DIGITAL SERVICES

An affidavit isrequired to served to the telephone company whenever digital terminal equipment without
encoded anal og content and billing protection is used to transmit digital signals containing encoded analog
content which areintended for eventual conversation into voiceband anal og signalsand retransmitted over
the network.

Theaffidavit shall affirm that either no encoded anal og content for billing information isbeing transmitted
or that the output of the device meets Part 68 encoded analog content or billing protection specifications.

End user/customer will beresponsible to file an affidavit with thelocal exchange carrier when connecting
an unprotected CPE to a 1.544 Mbps of Subrate digital services.

Until such time as subrate terminal equipment isregistered for voice applications, the affidavit for subrate
servicesiswaived.

AFFIDAVIT FOR CONNECTION OF CUSTOMER PREMISES EQUIPMENT TO
1.544 MBPS AND/OR SUBRATE DIGITAL SERVICES

For the work to be performed in the certified territory of (Telco Name)
State of
County of
l. (name), (business address)
(telephone number) representing (name of customer), a customer located at
(address) (telephone number) being duly sworn: state:
| havetheresponsibility for the operation and maintenance of the terminal equipment to be connected to 1544
Mbps and/or Subrate digital services. The terminal equipment to be connected complies with Para. 68 of the

FCC rules except for the encoded anal og content and billing protection specifications. With respect to encoded analog
content and billing protection.

0 | attest that all operations associated with the establishment, maintenance, and adjustment of
the digital CPE with respect to encoded analog content and encoded billing protection
information continuously complies with Part 68 of the FCC Rules and Regulations.

0 Thedigital CPE does not transmit digital signal's containing encoded analog content or billing
information which isintended to be decoded with the telecommunications network.

0 The encode anal og content and billing protection isfactory set and is not under the control of
the customer.

| attest that the operator(s)/maintainer(s) of the digital CPE responsible for the establishment, maintenance, and
adjustment of the encoded analog content and billing information has (have) been trained to perform these functions by
successfully having completed one of the following (Check appropriate block).

Oa A training course provided by the manufacturer/grantee of the equipment used to
encode analog signal(s); or



O b. A training course provided by the customer of authorized representative, using training
materials and instructions provided by the manufacture/grantee of the used to encode analog
signal(s); or

(Oc. An independent training course (e.g. trade school or technical institution) recognized by the
manufacturer/grantee of the equipment used to encode analog signal(s); or

0Od. Inlieu of the proceeding training requirements, the operator(s)/maintainer(s) is (are) under the
control of asupervisor trained in accordance with (circle one) above.
| agree to provide (Telco's name) with proper documentation to demonstrate compliance with the

information as provided in the preceding paragraphs, if so requested.

(Signature)
(title)

(date)

Subscribed and Sworn to before me
this day of ,19

Notary Public
My commission expires:




EQUIPMENT ATTACHMENT LIMITATIONS

“NOTICE: The Industry Canadalabel identifies certified equipment. This certification means
that the equipment meets telecommunications network protective, operational and safety
reguirement as prescribed in the appropriate Terminal Equipment Technical Requirements
document(s). The Department does not guarantee the equipment will operate to the user’s
satisfaction.

Before installing this equipment, users should ensure that it is permissible to be connected to
the facilities of the local telecommunications company. The equipment must also be installed
using and acceptable method of connection. The customer should be aware that compliance
with the above conditions may not prevent degradation of servicein some situations.

Repairs to certified equipment should be coordinated by representative designated by the
supplier. Any repairs or aterations made by the user to this equipment, or equipment
malfunctions, may give the telecommunications company cause to request the user to
disconnect the equipment.

Usersshould ensurefor their own protection that the el ectrical ground connections of the power
utility. telephone lines and internal metallic water pipe system, if present, are connected
together. This precaution may be particularly important in rural areas.

Caution; Users should not attempt to make such connections themselves, but should contact the
appropriate electric inspection authority, or electrician, as appropriate.
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Cisco IGX 8400
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Thank you for teking
the timeto fill out

this response card.

Y our input isimportant
to usand helpsusto
provide you with better
documentation.

If you have comments
about this document,
please complete this
self-addressed response
card and mail it to us.

We also encourage you
to make copies of this
blank response card to
complete and send to us
whenever you have
comments about this
document. Y ou can mail
copies of thiscard to:

Cisco Systems, Inc.
Attn: Central
Documentation Services
170 West Tasman Drive
San Jose, CA 95134-9883

You can aso send

us your comments

by e-mail to
bug-doc@cisco.com,

or fax your comments
to us at (408) 527-8089.

Cizén IrsvEms

Documentation Response Card

Feedback on the Cisco IGX 8400 Series Reference, Release 9.2 (78-6736-01)
FCS, 03/31/99
Please respond to the following statements by checking a number from 1 to 5:

5 Strongly agree
Somewhat agree
Neutral

Somewhat disagree
Strongly disagree

PN Wb

Overal, | am satisfied with this document.
Strongly agree5 [ | 4 | 3[ ]
This document is accurate and free of errors.
Srronglyagree5 [ | 4[] 3[ ] 2[]
| can find the information | need in this document.

Stronglyagree5 [ | 4[| 3[ ] 2[]

2[ ] 1] ]strongly disagree
1 [ ] Strongly disagree

1 [ ] Strongly disagree

This document is complete and offers enough relevant information for me to do my job.

Stronglyagree5[ | 4[| 3[ ] 2[ ] 1[ ]Strongly disagree
This document iswritten at the correct level of complexity for the subject matter.

Strongly agree5 [ | 4[| 3[ ] 2[ ] 1] |Strongly disagree
This document is useful to me in doing my job.

Stronglyagree5 [ | 4[| 3[ ] 2[]

Would you like usto contact you? Yes| | No[ |

1 [ ]Strongly disagree

Additional Information

Mailing Information

Date

Company Name

Contact Name

Mailing Address

City State/Province
Zip/Postal Code Country
Phone ( ) Extension

Fax ( ) E-mail

Attn: MSS BU






T A B L E JON S ON O\ NN =\ N )

About This Manual  xxv
Objectives  xxv
Audience  xxv
Organization  XXxvi

Conventions  Xxvi

Chapter 1 Introduction to the IGX Switches  1-1
Features of the IGX Switches 1-1

Chapter 2 Enclosure and Power Description 2-1

IGX Cabinets and Components  2-1

IGX 8410 Rack-Mount Switch ~ 2-2

IGX 8410 Standalone Switch  2-3

IGX 8420 Standalone Switch  2-4

IGX 8430 Standalone Switch  2-6

IGX 8420 Rack-Mount Switch  2-9

IGX 8430 Rack-Mount Switch  2-9

Power Entry Back Card and Power Entry Module  2-12
Power Entry Back Card (PE-BC) 2-12
Power Entry Module (PEM)  2-14
Fan Power Connections  2-14

AC Power Modules  2-16
AC Power inthe IGX 8410 Switch  2-16

IGX 8420/8430 Power Supply Requirements  2-18
Understanding the Power Supply Configuration  2-21
Redundancy 2-21
Power Supply Quantities 2-21

Cooling System  2-22

Back Card Blanks 2-24

Card Cages 2-25

Backplane 2-28

SystemBus 2-31

Utility Bus 2-31

Chapter 3 Processor and Trunk Cards  3-1
Processor, Trunk, and Alarm Card Types  3-1

Processor Cards  3-3

Nodal Processor Module (NPM)  3-3
NPM Processor and Memory Capacity 3-4
NPM Redundancy 3-5
NPM Faceplateand LEDs  3-5

System Clock Module (SCM)  3-5
SCM Features and Functions  3-6
Using the Power Supply Monitor Connector 3-8

Optional Alarm Interface Cards  3-9
Alarm Relay Module (ARM)  3-10
User-Commands 3-11

Table of Contents ix



Alarm Relay Interface Description (ARI)  3-11
Maintenance and Troubleshooting  3-12

Card Self Test  3-12

Card Replacement  3-12

Adapter Cards  3-13

Trunk Interface Cards  3-14
Trunk Operating Modes  3-14
Trunk Card Maintenance 3-14
Loopback Test 3-14

Common Alarms, Controls, and Indicators  3-14

Universal Switching Module  3-16

Introduction to the UXM Trunk Mode  3-16
Determining the UXM’s Mode of Operation  3-16
Example Networks With UXMs  3-17

UXM Trunk Features 3-18
UXM Interfaces 3-19
Maximum Number of UXMs  3-21
Y-Cabled UXM Redundancy 3-21
Switchover to a Redundant UXM  3-21
Card Mismatch ~ 3-22
The UXM asaClock Source  3-22

Cellbus Bandwidth Usage  3-22
Planning for Cellbus Bandwidth Allocation  3-25
Calculating Cellbus Bandwidth Changes  3-25
ATM AcrossaPublic ATM Network  3-26
Routing Over Cell TrunksOnly  3-26

The UXM in Trunk Mode  3-27
Types of Supported Traffic ~ 3-27
Types of ConnectionsonaUXM Trunk  3-28
Inverse Multiplexing Over ATM  3-28
Activation and Configuration of aUXM in Trunk Mode
Alarmsfor Physical Linesand Logical Trunks 3-31
Trunk Statistics for Troubleshooting  3-31
Summary Statistics  3-32

UXM Interface Cards 3-32
OC-3/STM1 Back Cards  3-33
T3 Back Cards 3-35
E3 Back Cards 3-37
T1Back Cards 3-39
El Back Cards 3-41

Network Trunk Module (NTM)  3-46

Y -Cable Redundancy for the NTM  3-46
NTM Status 3-46

T1 Interface Card (BC-T1) 3-47
BC-T1 Faceplate Description  3-47

E1 Interface Back Card (BC-E1) 3-49

Subrate Interface Card (BC-SR) 3-51

Y 1 Interface Back Card (BC-Y1) 3-53

3-30

X Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Chapter 4

Broadband Trunk Module (BTM)  3-55
LED Indicatorsand Alarms  3-55
Maintenance and Troubleshooting  3-55
Y-Cable Redundancy  3-55
Switchover to a Redundant BTM  3-55

Descriptions of BTM Back Cards  3-56
AIT-T3Back Card 3-56
BTI-E1Back Card 3-58
AIT-HSSI Back Card  3-60
AIT-E2 Back Card  3-61

ATM LineModule B (ALM/B) 3-63

ALM/B Features 3-63
Operating Modes  3-64
Maintenance and Troubleshooting  3-64
LED Indicatorsand Alarms  3-65
Y-Cable Redundancy  3-65
Switchover to a Redundant ALM/B ~ 3-65

Interface Back Cards for the ALM/B  3-66

Line Interface Cards 4-1

Line Card Groups 4-1
List of IGX Cards 4-2
Common Alarms, Controls, and Indicators  4-4

Adapter Cards  4-5

Universal Switching Module 4-6

Introduction to the UXM Port Mode  4-6
Determining the UXM’s Mode of Operation 4-6
Example Networks With UXMs  4-7
UXM Features 4-8
Interfaces for the UXM  4-9
Maximum Number of UXMs  4-11
Y-Cabled UXM Redundancy 4-11
Switchover to a Redundant UXM  4-11
Card Mismatch  4-12
Traffic Management Features  4-12
The UXM asaClock Source 4-12

Cellbus Bandwidth Usage  4-13
Planning for Cellbus Bandwidth Allocation 4-14
Calculating Cellbus Bandwidth Changes  4-15
ATM AcrossaPublic ATM Network  4-15

The UXM in UNI/NNI Port Mode  4-16
Supported Connection Types  4-16
Routing Over Cell TrunksOnly  4-17
Activation and Configuration of aUXM in Port Mode
Port Activation and Characteristics  4-19
Summary Statistics  4-19
Statistics Commands for Troubleshooting  4-19
Integrated and Statistical Line Alarms  4-20
Loopback and Test Commands  4-20

4-18

Table of Contents  Xi



UXM Interface Cards 4-20
OC-3/STM-1Back Cards  4-21
T3 Back Cards 4-23
E3Back Cards 4-25
T1Back Cards 4-27
El Back Cards 4-29

ATM Line Module A 4-34
ALM/A Features 4-35
Connection Types 4-36
Traffic Management  4-36
ALM/A Operational Parameters 4-36
Back Cardsfor the ALM/A  4-37

Universal Voice Module  4-40
Introduction totheUVM  4-40
UVM Feature Descriptions  4-41
UVM Feature List  4-41
Types of Voice and Data Connections onthe UVM  4-42
Applicable Commands for the UVM  4-43
Channel Pass-Through  4-45
UVM Data Operation  4-47
Signalingonthe UVM  4-48
FAX Relay 4-48
L oopbacks onthe UVM Card Set  4-48
Line Statistics  4-49
Clock Modes  4-49
CAS Switching  4-49
Restrictions to CAS-Switching onthe UVM  4-50
D-Channel Compression  4-50
Voice SVC Caching 4-51
UVM Front Card Faceplate  4-51
Universal Voice Interface Back Card (BC-UVI-2T1EC) 4-53
Universal Voice Interface Back Card (BC-UVI-2E1EC) 4-54
Universal Voice Interface Back Card (BC-UVI-2J1EC) 4-56

Channelized Voice Module (CVM)  4-58
Introductiontothe CVM  4-58
CVM Features  4-59
Modes of CVM Operation  4-59
CVM Voice Operation  4-60
CVM Data Operation  4-60
Signalingonthe CVM  4-61
Voice SVC Caching 4-61
Line Statistics  4-61
Loopbacks onthe CVM Card Set  4-62
CVM Faceplate Description  4-62
T1 Interface Back Card (BC-T1) 4-62

BC-T1 Faceplate Description  4-63

E1 Interface Back Card (BC-E1) 4-64
BC-J1 Description  4-66
The TDM Transport Feature  4-68

Xii  Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Model C Features 4-68
Model C Limitations 4-68
Inverse Multiplexing  4-68

Frame Relay Cards 4-69
Introduction  4-70
Maximum Connections Per Port With Signaling Protocols
Frame Relay Over TLand E1 Lines 4-71
Universal Frame Module  4-72
UFM-C Front Card  4-72
UFI-8T1Back Card  4-75
UFI-8E1 Back Cards  4-76
UFM-U Front Card  4-78
UFM-U Faceplate 4-79
Port Speeds on the Unchannelized UFM  4-80
Changing the Mode of aUFM-U  4-82
Cabling for the UFM-U Back Cards  4-82
UFI-12V.35Back Card  4-85
UFI-12X.21 Back Card  4-86
UFI-4HSS| Back Card  4-88
Frame Relay Module (FRM)  4-89
FRM Features and Functions  4-89
Frame Relay Card Redundancy  4-90
Frame Relay Interface (FRI) V.35 Card  4-91
Frame Relay V.35 Port Numbering  4-92
FRI-V.35 Data Clocking  4-92
Loopbacks 4-94
FRM-FRI Compatibility  4-94
Frame Relay Interfacefor X.21  4-94
X.21 DataClocking 4-96
Y -Cable Redundancy and Port Modes  4-97
Card Self Test  4-97
Port Testing (X.21) 4-98
Unit Replacement  4-99

FRM-2 Interface to the Port Concentrator Shelf  4-99
Terminology 4-100
Operation and User Interface  4-100
PCS-to-IGX Interface  4-100
Compatibility  4-100
Concentrated Link  4-101
Configuration 4-101
Activation 4-101
upfrport Command  4-101
De-activation: the dnfrport Command ~ 4-102
PCS Port Configuration ~ 4-102
Interface Hardware Configuration ~ 4-102
The cnffrport Command ~ 4-102
Port Statistics  4-103
PCS Monitoring Functions  4-103
Collecting the Monitoring Information ~ 4-103
Logical Port Speed 4-103

4-70

Table of Contents  Xiii



Physical Port Speed 4-103

PCS Front Panel LEDs  4-104

Card Insertion and Removal  4-104

PCS Command Summary  4-104

PCS Port Failures  4-106

Conditioning  4-106

PCS General Operation  4-106
Firmware Download 4-106
Automatic Diagnostics—FRM-2 and FRI-2-X.21 Cards  4-106
Cisco WAN Manager Interface  4-106
SNMP Manager  4-106
User Interface  4-106
Concentrated Link Failure  4-107

Frame Trunk Module (FTM)  4-107
The Cisco Line of Access Devicesfor WAN Switches 4-107
The FastPAD Line of Access Devices 4-107

DataCards 4-109
High-speed Data Module (HDM)  4-109
Synchronous Data Interface Card (SDI)  4-112
Low Speed DataModule (LDM) 4-115
Low Speed Data Interface Card (LDI)  4-117

Optional Peripherals 4-120

Appendix A System Specifications A-1
General IGX 8410 Switch Specifications A-1
General IGX 8420/8430 Switch Specifications A-2
UXM Physical and Electrical Specifications A-3
ATM Layer Specification for the UXM  A-3
OC-3 (STM-1) Interface on UXM Back Cards A-4
T3 Interface on BC-UAI-6T3 or BC-UAI-3T3  A-5
E3 Interface on BC-UAI-6E3 or BC-UAI-3E3  A-6
T3 Interface on BC-UAI-8T1 or BC-UAI-4T1 A-7
E3 Interface on BC-UAI-8E1 or BC-UAI-4E1 A-8
T3 Interface on BC-UAI-1T3  A-9
E3 Interface BC-UAI-1E3  A-10
E2 Trunk Interfaceon BTM ~ A-11
HSSI Trunk Interffaceon BTM ~ A-11
T1 Interface on UFI-8T1 Back Card  A-12
UFM Physical and Electrical Specifications A-12
E1 Interface for UFI-8E1 Back Card  A-13
UFM Unchannelized Interface  A-13

Xiv Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Index

Frame Relay Interface for the FRM Front Card  A-14
T1 Interface on FRI Back Card  A-15

E1 Interface on BC-E1 Back Card  A-16

Voice Circuit Support  A-17

UVM Physical and Electrical Standards  A-17
T1 Interfaceonthe BC-UVI-2T1EC A-18

J1 Interface onthe BC-UVI-2E1IEC  A-18

J1 Interface onthe BC-UVI-2JIEC  A-19

J1 Interfaceonthe BC-J1  A-19

Data Channel Support for HDM and LDM  A-20
ATM Interface  A-21

Network Synchronization A-22

Network Management Control ~ A-22

Table of Contents xv



xvi Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



LIS T EONENNCH NS

Figure 2-1  IGX 8410 Rack-Mount Switch, Front View  2-2
Figure 2-2  AC-Powered IGX 8410 Rack-Mount, Back View  2-3
Figure 2-3  Component Locationsin IGX 8410 Standalone Switch  2-4
Figure 2-4  Component Locations IGX 8420 Standalone Switch  2-5
Figure 2-5  AC-Powered IGX 8420 Standalone Switch, Back View  2-6
Figure 2-6  IGX 8430 Standalone Switch, Front View  2-7
Figure 2-7  IGX 8430 Standalone Switch, Back View  2-8
Figure 2-8  Stacking Order for IGX 8430 Rack-Mount Components, Front  2-10
Figure 2-10  Power Entry Back Card, AC-Powered System  2-13
Figure 2-11  Location of the PE-BC  2-14
Figure 2-12  PE-BC and DC PEM With Plug 2-15
Figure 2-13  Power Supply AreaBack View, AC System  2-16
Figure 2-14  Power Supply Slot Designations, Dual AC System  2-17
Figure 2-15  1GX 8420/8430 Power Supply Area, Back View  2-19
Figure 2-16  System Power Cable Diagram in AC-Powered IGX 8420/8430 Nodes  2-20
Figure 2-17  Power Supply Slot Designations  2-21
Figure 2-18 IGX 8410 Fan Tray 2-23
Figure 2-19  1GX 8420/8430 Fan Tray 2-24
Figure 2-20  Typical 8410 Shelf Configuration, Front View  2-25
Figure 2-21  Typical IGX 8410 Shelf Configuration, Back View  2-26
Figure 2-22  Typical IGX 8420 Shelf Configuration, Front View  2-27
Figure 2-23  Typical IGX 8430 Shelf Configuration, Back View  2-28
Figure 2-24  1GX Backplane, Utility Bus, and Card Guides  2-29
Figure 2-25  1GX 8430 Backplane Extension  2-30
Figure 3-1 NPM in Relation to the System  3-4
Figure 3-2 NPM Faceplate 3-5
Figure 3-3 SCM Faceplate 3-7
Figure 3-4 ARM Faceplate 3-10
Figure 3-5 ARI Faceplate 3-12
Figure 3-6  UXMsinaNetwork With Pure ATM Traffic 3-17
Figure 3-7  UXMsin aNetwork With Heterogeneous Traffic  3-18
Figure 3-8 UXM Front Card 3-20
Figure 3-9  Example Display for cnfbusbw  3-24
Figure 3-10 UXMs Configured for aPublic ATM Network  3-26

List of Figures xuvii



Figure 3-11  BC-UAI-4-155-SMF Faceplate 3-34
Figure 3-12 BC-UAI-2-155-SMF Faceplate  3-35
Figure 3-13 BC-UAI-6-T3 Faceplate 3-36
Figure 3-14 BC-UAI-3-T3 Faceplate 3-37
Figure 3-15 BC-UAI-6-E3 Faceplate 3-38
Figure 3-16 BC-UAI-3-E3 Faceplate 3-39
Figure 3-17 BC-UAI-8-T1 Faceplate 3-40
Figure 3-18 BC-UAI-4-T1 Faceplate 3-41
Figure 3-19 BC-UAI-8-E1 DB15 Faceplate  3-42
Figure 3-20 BC-UAI-8-E1 BNC Faceplate  3-43
Figure 3-21  BC-UAI-4-E1 DB15 Faceplate  3-44
Figure 3-22 BC-UAI-4-E1 BNC Faceplate  3-45
Figure 3-23 BC-T1 Faceplate 3-48
Figure 3-24 BC-E1 Faceplate 3-50
Figure 3-25 BC-SR Faceplate  3-52
Figure 3-26 BC-Y1 Faceplate 3-54
Figure 3-27 BTM Faceplate 3-56
Figure 3-28  AIT-T3 Back Card Faceplate 3-57
Figure 3-29  BTI-E1 Back Card Faceplate  3-58
Figure 3-30  AIT-HSSI Faceplate  3-61
Figure 3-31  AIT-E2 Faceplate 3-62
Figure 3-32 ALM/BsinaNetwork 3-64
Figure 3-33 ALM/B Faceplate 3-66
Figure 3-34 BC-UAI-1T3 Faceplate 3-67
Figure 3-35 BC-UAI-1E3 Faceplate 3-68
Figure 4-1 UXMsinaNetwork With Pure ATM Traffic  4-7
Figure 4-2 UXMsin aNetwork With Heterogeneous Traffic  4-8
Figure 4-3 UXM Front Card 4-10
Figure 4-4  Example Display for cnfbusbw  4-14
Figure 4-5 UXMs Configured for aPublic ATM Network  4-15
Figure 46  BC-UAI-4-155-SMF Faceplate  4-22
Figure 47 BC-UAI-2-155-SMF Faceplate  4-23
Figure 4-8 BC-UAI-6-T3 Faceplate 4-24
Figure 49 BC-UAI-3-T3 Faceplate 4-25

xviii Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Figure 4-10
Figure 4-11
Figure 4-12
Figure 4-13
Figure 4-14
Figure 4-15
Figure 4-16
Figure 4-17
Figure 4-18
Figure 4-19
Figure 4-20
Figure 4-21
Figure 4-22
Figure 4-23
Figure 4-24
Figure 4-25
Figure 4-26
Figure 4-27
Figure 4-28
Figure 4-29
Figure 4-30
Figure 4-31
Figure 4-32
Figure 4-34
Figure 4-35
Figure 4-36
Figure 4-37
Figure 4-38
Figure 4-39
Figure 4-40
Figure 4-41
Figure 4-42
Figure 4-43
Figure 4-44

BC-UAI-6-E3 Faceplate  4-26

BC-UAI-3-E3 Faceplate  4-27

BC-UAI-8-T1 Faceplate 4-28

BC-UAI-4-T1 Faceplate  4-29

BC-UAI-8-E1 DB15 Faceplate  4-30

BC-UAI-8-E1 BNC Faceplate  4-31

BC-UAI-4-E1 DB15 Faceplate  4-32

BC-UAI-4-E1 BNC Faceplate  4-33
ALMsinaNetwork 4-34

ALM/A Faceplate 4-35

BC-UAI-1T3 Faceplate  4-38

BC-UAI-1E3 Faceplate  4-39

Pass-through and non pass-through modesfor E1 or J1  4-46
Pass-through and non pass-through modesfor T1  4-47
CAS-Switching  4-50

UVM Front Card Faceplate  4-52

BC-UVI-2T1EC Faceplate  4-53

BC-UVI-2E1EC Faceplate  4-55

BC-UVI-2J1EC Faceplate  4-57

CVM Application Diagram  4-58

BC-T1 Faceplate 4-63

BC-E1 Faceplate  4-65

BC-J1 Faceplate 4-67

Multiple and Single DSOs Forming aLogical Port  4-72
UFM-C Faceplate 4-74

UFI-8T1-DB15 Faceplate  4-75

UFI-8E1-DB15 and UFI-8E1-BNC Faceplates  4-77
UFM-U Faceplate  4-79

Y -Cabling With a UFI-4HSSI, UFI-12V .35, or UFI-12X.21 Port
UFI-12V.35 Faceplate  4-85

UFI-12X.21 Faceplate  4-87

UFI-4HSSI Faceplate  4-88

Frame Relay Port Redundancy  4-90

Frame Relay V.35 Connectors and Indicators  4-91

4-84

List of Figures xix



Figure 4-45  Frame Relay Data Clocking Modes  4-93
Figure 4-46  Frame Relay T/E1 Back Cards 4-94

Figure 4-47  Frame Relay X.21 Connectors and Indicators  4-96
Figure 4-48  Frame Relay Data Clocking Modes  4-97
Figure 4-49  Frame Relay Loopback Modes  4-98

Figure 4-50  Port Concentrator Shelf Components  4-100
Figure 4-51  FastPAD Cards; FTM and FPC (V.35) 4-108
Figure 4-52 HDM Controlsand Indicators 4-110

Figure 4-53 HDM Data Port Redundancy  4-111

Figure 4-54  Clocking Modesfor SDI in DCE Mode  4-113
Figure 4-55  Clocking Modesfor SDI in DTE Mode 4-114
Figure 4-56 LDM Connections and Indicators 4-116
Figure 4-57 LDM Data Port Redundancy  4-117

Figure 4-58  LDI Clocking Modes 4-119

xx Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Table 2-1
Table 2-2
Table 3-1
Table 3-2
Table 3-3
Table 3-4
Table 3-5
Table 3-6
Table 3-7
Table 3-8
Table 3-9
Table 3-10
Table 3-11
Table 3-12
Table 3-13
Table 3-14
Table 3-15
Table 3-16
Table 3-17
Table 3-18
Table 3-19
Table 3-20
Table 3-21
Table 3-22
Table 3-23
Table 3-24
Table 3-25
Table 3-26
Table 3-27
Table 3-28
Table 3-29
Table 3-30
Table 3-31
Table 3-32

NN OF TABLES

Locations of Primary and Additional 8410 Power Supplies  2-18
Locations of Primary and Additional 8420/8430 Power Supplies  2-22
Processor Cards  3-1

Trunk Front Cards  3-2

Interface Back Cardsfor Trunks  3-2

Other Back Cards  3-3

NPM Memory and Expansion Capacity 3-4

SCM Faceplate Connectors and Indicators 3-8

AUI Connector Pin Assignments (DB 15-connector) 3-8

ARM Card Set Alarm Reporting  3-9

ARM Faceplate Controls and Indicators  3-11

Common Card Status Indicators ~ 3-15

Back Cardsfor theUXM  3-19

UXM StatusLEDs  3-21

Cellbus Bandwidth Allocation for UXM Interfaces  3-25
Connections From ATM Endpoints  3-27

Traffic From FastPacket-Based Cards  3-27

Configurable Trunk Characteristics 3-30

Connectors and LEDs for SMF and MMF Back Cards ~ 3-33
Connectors and LEDs for BC-UAI-6-T3 and BC-UAI-3-T3  3-36
Connectors and LEDs for BC-UAI-6-E3 and BC-UAI-3-E3  3-38
Connectors and LEDs for BC-UAI-8-T1 and BC-UAI-4-T1  3-40
Connectors and LEDs for BC-UAI-8-E1 and BC-UAI-4-E1  3-42
BC-T1 Connections and StatusLEDs ~ 3-48

BC-E1 Connections and StatusLEDs ~ 3-50

BC-SR Connections and StatusLEDs ~ 3-52

Data and Control Leads Supported withBC-SR ~ 3-53

BC-Y1 Connections and StatusLEDs ~ 3-54

AIT-T3 Connections and Indicators  3-57

BTI-E1 Connections and Indicators ~ 3-59

Line Specificationsfor the BTI-E1  3-59

ATM Interface Specifications  3-59

BTI-E1 Configuration  3-60

BC-UAI-1T3 Connections and Indicators ~ 3-67

List of Tables xxi



Table 3-33  BC-UAI-1E3 Connections and Indicators ~ 3-68
Table 4-1  Front Cards 4-2
Table 42 ATM UNI Back Cards  4-3
Table 4-3  Voice, Frame Relay, Data, and Access Device Interface Cards  4-4
Table 4-4  Common Card Status Indicators  4-5
Table 4-5  Interface Back Cards for the UXM ~ 4-9
Table 4-6 UXM StatusLEDs 4-11
Table 4-7  Traffic Management Features  4-12
Table 4-9  ATM Endpoints and Connection Types  4-17
Table 4-10  Configurable Line Characteristics 4-18
Table 4-11  Connectors and LEDs for SMF and MMF Back Cards  4-21
Table 4-12  Connectors and LEDsfor BC-UAI-6-T3 and BC-UAI-3-T3  4-24
Table 4-13  Connectors and LEDs for BC-UAI-6-E3 and BC-UAI-3-E3  4-26
Table 4-14  Connectors and LEDsfor BC-UAI-8-T1 and BC-UAI-4-T1  4-28
Table 4-15  Connectors and LEDs for BC-UAI-8-E1 and BC-UAI-4-E1  4-30
Table 4-16  ALM/A Connection Types 4-36
Table 4-17  BC-UAI-1T3 Connections and Indicators ~ 4-37
Table 4-18  BC-UAI-1E3 Connections and Indicators  4-39
Table 4-19  Typesof UVM Connections  4-42
Table 4-20  Standard User Commands for UVM  4-43
Table 4-21  Superuser commands for the UVM  4-44
Table 4-22 UVM Faceplate Indicators  4-51
Table 4-23  BC-UVI-2T1EC Connections and Status LEDs ~ 4-54
Table 4-24  BC-UVI-2E1EC Connections and Status LEDs ~ 4-55
Table 4-25 BC-UVI-2J1EC Connections and StatusLEDs ~ 4-57
Table 4-26  Typesof CVM Connections  4-60
Table 4-27 CVM Faceplate Indicators ~ 4-62
Table 4-28  BC-T1 Connectionsand Status LEDs ~ 4-64
Table 4-29  BC-E1 Connections and Status LEDs ~ 4-65
Table 4-30  BC-J1 Connections and Status LEDs ~ 4-66
Table 4-31  Channelized UFM Card Sets  4-72
Table 4-32  UFM-C Faceplate Indicators  4-74
Table 4-33  UFI 8T1 Port LED Indicators  4-76
Table 4-34  UFI 8E1 Faceplate Indicators  4-76

xxii Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Table 4-35
Table 4-36
Table 4-37
Table 4-38
Table 4-39
Table 4-40
Table 4-41
Table 4-42
Table 4-43
Table 4-44
Table 4-45
Table 4-46
Table 4-47
Table 4-48
Table 4-49
Table 4-50
Table 4-51
Table 4-52
Table 4-53
Table 4-54
Table 4-55

UFM-U Card LED Indicators  4-80

Maximum Port Speed Modes on the UFI Back Cards  4-81
UFM-U Cables  4-83

UFI-12V.35 Faceplate Indicators  4-86

UFI 12-X.21 Faceplate Indicators  4-86

UFI-4HSS| Faceplate Indicators  4-88

Frame Relay Module (FRM) Card Sets  4-89

Port Speed Combinations  4-92

FRI Card Types 4-95

Frame Relay Port Speeds Available  4-95

FRI-X.21 Port Pin Assignments (DB 15-connector)  4-95
PCS Logical Ports  4-102

PCS Module Front Panel LEDs  4-104

Commands for the Port Concentrator Shelf ~ 4-105
Synchronous Data Cards Available  4-109

HDM Controlsand Indicators  4-111

SDI Physical Interfaces  4-112

LDM Connections and Indicators  4-116

LDI Physical Interfaces 4-117

EIA Control Leads 4-118

LDI Clocking Accuracy and Jitter Performance  4-118

List of Tables xxiii



xxiv Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Objectives

Audience

About This Manual

This section discussesthe objectives, audience, organi zation, and conventions of the Cisco |GX 8400
Series Reference manual.

Cisco documentation and additional literature areavailablein aCD-ROM package, which shipswith
the product. The Documentation CD-ROM is updated monthly. Therefore, it might be more
up-to-date than printed documentation. To order additional copies of the Documentation CD-ROM,
contact your local sales representative or call customer service. The CD-ROM package is available
as asingle package or as an annual subscription. You can aso access Cisco documentation on the
World Wide Web at http://www.cisco.com, http://www-china.cisco.com, or
http://www-europe.cisco.com.

This publication provides descriptions of the following IGX hardware with introductory information
on the operation of each component (when appropriate):

® Enclosures

® Power sources (AC and DC)

® Controller cards (the CPU for the node)
® Framerelay interface cards

® \Voiceinterface cards

® Serial datainterface cards

® ATM interface cards

® Trunk cards

® Alarm cards

The Cisco IGX 8400 Series Reference provides installers, operators, and network designers and
managers with the necessary understanding to plan for IGX usagein anetwork. Thismanual applies
to the IGX 8410, IGX 8420, and IGX 8430 in both rack-mount and stand-alone versions.
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Organization

Organization

The major sections of this publication are as follows:
® Chapter 1, “Introduction to the IGX Switches’

® Chapter 2, “Enclosure and Power Description”

® Chapter 3, “Processor and Trunk Cards’

® Chapter 4, “Line Interface Cards’

® Appendix A, “ System Specifications’

Conventions

This publication uses the following conventions to convey instructions and information.
Command descriptions use these conventions:

® Commands and keywords arein boldface.

® Arguments for which you supply values arein italics.

® Required command arguments are inside angle brackets (< >).

® QOptional command arguments are in square brackets ([ ]).

® Alternative keywords are separated by vertical bars( |).

Examples use these conventions:

® Termina sessions and information the system displaysarein screen font.
® |nformation you enter isin bol df ace screen font.

® Nonprinting characters, such as passwords, are in angle brackets (< >).

® Default responsesto system prompts are in square brackets ([ ]).

Note Meansreader take note. Notes contain helpful suggestions or references to materials not
contained in this manual.

Timesaver Means the described action savestime. Y ou can save time by performing the action
described in the paragraph.

Caution Meansreader be careful. In this situation, you might do something that could result in
equipment damage or loss of data.

Warning Thiswarning symbol means danger. Y ou arein asituation that could cause bodily injury.
Before you work on any equipment, you must be aware of the hazards involved with electrical
circuitry and familiar with standard practices for preventing accidents. (To seetrandlated versions of
thiswarning, refer to the Regulatory Compliance and Safety Information document that
accompanied the product.
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CHAPTER 1

Introduction to the IGX Switches

This manual describes the IGX hardware that runs Release 9.2 of Cisco WAN Switching System
Software. The descriptions cover both common and unique aspects of the | GX 8410, 8420, and 8430
models. The descriptions consist of hardware specifics and operational parameters at the system
level. For adescription of how to install and start an IGX switch, refer to the Cisco IGX 8400 Series
Installation and Configuration publication.

Features of the IGX Switches

Like other Cisco switches, the |GX node operatesin public or private Wide AreaNetworks (WANS).
An IGX node can support OC3, T3, E3, T1, E1, Inverse Multiplexing Over ATM (IMA) for T1 or
E1, fractional T1 or E1, or subrate digital transmission facilities. The IGX cell relay technology
provides maximum throughput with minimum delays. Cell relay performance characteristics arethe
heart of efficient digital networks and make the IGX node an ideal choice for a high-performance,
multimedia platform. Key features of the IGX switch include:

® A 1gigabit per second (Gbps) Cellbusfor high speed switching and a redundant .2 Gbps bus for
backup.

® Full compatibility with BPX system software.
® Upto 64 circuit lines, 32 trunks, and 3500 connections on the IGX 8420 and IGX 8430.

® |GX configuration and management through Cisco Wan Manager or the same standard user
interface used with the BPX WAN switching system software.

® High performance switching suitable for avariety of protocols/applications, including Channel
Associated Signaling (CAS), Asynchronous Transfer Mode (ATM), Frame Relay, voice, FAX,
slow-scan and full-bandwidth video, and synchronous or asynchronous data.

® Six cabinet models, which consist of:
— An 8-dlot standal one unit.
— An 8-dlot rack-mount unit.
— A 16-dot standalone unit.
— A 16-dot rack-mount unit.
— A 32-dot standalone unit.
— A 32-dot rack-mount unit.

® Redundancy of controller cards, service module cards, system buses, and power suppliesto
provide hardware reliability.
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Features of the IGX Switches

® Hot-swappable modules to facilitate non-stop operation: service cards, NPMs, AC-power
supplies, and fan tray assembly.

® 110/220 VAC and -48 DC power options for use in varied network environments.

® Factory upgrade program for IPX 16/32 feature cards. This upgrade excludes IPX 8-specific
cards. Upgrades are available for the NTC, AIT, CDP, LDP, SDP, FRP, and FTC cards.
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CHAPTER 2

Enclosure and Power Description

This chapter describes the hardware and related functions for each model of the IGX 8400 series of
WAN switches. For IGX enclosures, this chapter describes:

Rack-mount and standal one enclosures
AC and DC power sources

Cooling system

Backplane and system bus.

A brief description of optional peripherals and third-party equipment appears at the end of the
chapter. For system specifications, such as protocols and standards, refer to the appendix.

For all mattersrelating to installation, troubleshooting, user-commands, and repair and replacement,
refer to the Cisco IGX 8400 Series Installation and Configuration publication.

Other manuals that relate to IGX operation are:

The Cisco WAN Switching Command Reference publication and the Cisco WAN Switching
SuperUser Command Reference publication describe standard user commands and superuser
commands.

The Cisco System Overview publication contains general Cisco system and network information.

The Cisco WAN Manager Installation publication and the Cisco WAN Manager Operations
publication contain information on Cisco network management.

IGX Cabinets and Components
An IGX system is available in the following models:

IGX 8410 Standalone, an eight-slot unit in a free-standing enclosure

IGX 8410 Rack-mount, an eight-slot, rack-mountable unit

IGX 8420 Standalone, a 16-dlot, single-shelf unit in a free-standing enclosure
IGX 8420 Rack-mount, a 16-slot, single-shelf, rack-mountable unit

IGX 8430 Standalone, a 32-slot, dual-shelf unit in a free-standing enclosure
IGX 8430 Rack-mount, a 32-dot, dual-shelf, rack-mountable unit
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IGX Cabinets and Components

IGX 8410 Rack-Mount Switch

The standard 1GX 8410 enclosure is a standalone. By using the rack-mounting parts that come with
the IGX 8410 node, you can mount it in astandard 19" rack. The installation uses standard EIA
spacing between vertical rails. The IGX 8410 rack-mount cabinet contains:

® A backplane with all purchased cardsin place

® A fantray with four fans

® An exhaust plenum

® Power connections

® Anoptional AC power tray that holds up to four power supplies

Figure 2-1 and Figure 2-2 show the rack-mount IGX 8410 in front and back views, respectively.

Figure 2-1 IGX 8410 Rack-Mount Switch, Front View
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IGX Cabinets and Components

Figure 2-2 AC-Powered IGX 8410 Rack-Mount, Back View
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IGX 8410 Standalone Switch

ThelGX 8410 standal one system comesin afree-standing enclosure with atool-operated front door
latch. Four plastic feet support the IGX 8410 standalone at its base.

The standalone enclosure holds al of the system modules, power modules, power supplies, and
cooling fans. The IGX 8410 cabinet contains one eight-slot card cage with a backplane into which
front cards plug, three auxiliary dots, afan tray with four fans, an exhaust plenum, a power entry
module, and an optional AC Power Tray that holds up to four power supplies. Figure 2-3 isafront
view of the IGX 8410 standal one switch.
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IGX Cabinets and Components

Figure 2-3 Component Locations in IGX 8410 Standalone Switch

IGX 8420 Standalone Switch

ThelGX 8420 standal one system comesin afree-standing enclosure with atool-operated front door
latch. Side panels attach to the unit on vertical mounting rails at each corner of the unit. The four
wheels at the base of the standalone unit allow the unit to roll into position. The unit also includes
levelers. With the unit at the appropriate location, you can adjust the height of the levelers to make
the unit immobile. The wheels and feet are removable, so you can secure the standalone IGX 8420
node to the floor with four .250-20 fasteners.

The IGX 8420 standalone enclosure holds all of the system modules, including:

® A backplane into which front cards, the SCM, and the Power Entry Back Card plug
® A fantray with six fans

® An exhaust plenum

® Anoptional AC Power Tray that holds the power supplies

Figure 2-4 shows afront view of the position of the major components of the IGX 8420 standalone
switch. Figure 2-5 shows a view of an AC-powered IGX 8420 switch from the back.
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IGX Cabinets and Components

Figure 2-4 Component Locations IGX 8420 Standalone Switch
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IGX Cabinets and Components

Figure 2-5 AC-Powered IGX 8420 Standalone Switch, Back View
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IGX 8430 Standalone Switch

The IGX 8430 standal one system has a free-standing enclosure. The four wheels at the base let you
roll it into position. With the unit at its operational location, you can use the levelers at the base to
immobilizeit. The wheels and feet are removable, so you can secure the standal one node to the floor
with four .375-16 fasteners.

The IGX 8430 standalone enclosure holds all of the system modules, including:

® Two backplanes, which hold the front cards, SCM, and Power Entry Back Card
® A main (lower) fan tray and abooster (upper) fan tray, with six fans each

® An exhaust plenum

® Anoptional AC power tray that holds up to six power supplies

2-6 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



IGX Cabinets and Components

Figure 2-6 shows afront view of the position of the major components of the IGX 8430 standalone
node. Figure 2-7 isaview of the back of an AC-powered IGX 8430 switch.

Figure 2-6 IGX 8430 Standalone Switch, Front View
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IGX Cabinets and Components

Figure 2-7 IGX 8430 Standalone Switch, Back View
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IGX Cabinets and Components

IGX 8420 Rack-Mount Switch

The IGX 8420 rack-mount system components fir in a standard 19-inch rack, such asa
Cisco-supplied cabinet. Thisinstallation uses standard EI A spacing between vertical rails. Also, the
vertical spacing between components, such as the card cage and fan tray, must be in the range
.047"—-077" (0.119 cm-0.196 cm).

The IGX 8420 cabinet includes:

® A 16-dot card shelf

® A backplane into which plug the front cards, the SCM, and Power Entry Back Card
® A main (lower) fan tray with six fans

® An exhaust plenum

® Power connections for the shelf

® Anoptional AC Power Tray

IGX 8430 Rack-Mount Switch

ThelGX 8430 rack-mount components can be mounted in astandard 19" rack. Thisinstallation uses
standard EIA spacing between vertical rails. Also, the vertical spacing between components such as
the card cage and fan tray, must be in the range .047"—077" (0.119 cm-0.196 cm).

The IGX 8430 cabinet includes:

® Two 16-slot card shelves

® Two backplanes, into which plug the front cards, SCM, and Power Entry Back Cards
® A main (lower) fan tray with six fans

® A booster (upper) fan tray

® An exhaust plenum

® Power connections for each shelf

® Anoptional AC Power Tray that holds up to six power supplies

Thetwo IGX backplanes connect through an interconnect cable. Figure 2-8 and Figure 2-8 show the
location of the major components of an IGX 8430 switch.
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Figure 2-8 Stacking Order for IGX 8430 Rack-Mount Components, Front
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Figure 2-9
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IGX Cabinets and Components

Power Entry Back Card and Power Entry Module

This section describes the Power Entry Back Card (PE-BC), the Power Entry Module (PEM), and
the fan tray power connectionsto the PE-BC.

For all IGX models, thetype of power supplied at the unit can be either AC or DC. In aunit that uses
aDC source, the power cord is attached to a Power Entry Module (PEM). The PEM provides circuit
protection for the DC voltage. In a unit that uses an AC source, an AC power supply moduleis
necessary for generating the DC voltages for the backplane and cooling fans.

Power Entry Back Card (PE-BC)
Each shelf of an IGX node requiresa PE-BC. For the IGX 8410 node and standalone versions of the
IGX 8420 and IGX 8430 nodes, the card cage shipswith the PE-BC aready in place. For rack-mount
versions of the IGX 8420 and IGX 8430 nodes, you must install the PE-BC. Because of its shape,
the PE-BC isaso cdlled the“E card.”

In both AC-powered and DC-powered systems, the PE-BC connectsthe-48 VDC primary power for
the system to the backplane. It also routes power to the fan tray. In an AC-powered system, a cable
from the supply module plugsinto the PE-BC. In a DC-powered system, the PE-BC must have at
|east one PEM. Figure 2-10 shows a PE-BC for an AC-powered system.

The dot for the PE-BC has no number. It plugsinto the slot on the right of back-slot 1. If the
enclosureisan IGX 8430 node, aPE-BC also goesin thedot to theright of back-dlot 32. Figure 2-11
shows the location of a PE-BC in an IGX 8410 node as an example.
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Figure 2-10 Power Entry Back Card, AC-Powered System
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Figure 2-11 Location of the PE-BC

Power Entry Module (PEM)

A PEM isasmall card that plugs into a connector on the PE-BC. (The PEM plugs into the same
connector as a cable from the power supply module in an AC-powered system.) A PEM takes the
DC power directly from the DC power source in the building, filtersit, and passesit to the PE-BC.
A PEM also has acircuit breaker and a strain-relief clamp for the DC power cable. Figure 2-12
shows a PEM plugged into a PE-BC in a non-redundant system. It also shows the blank plate that
covers an unused connection in a non-redundant system. Redundancy of DC sources and PEMs lets
the system continue to operatein case one of the two independent DC branch circuitsfails. The Cisco
IGX 8400 Series Installation publication describes the DC power setup.

Fan Power Connections

Inan1GX 8410 or IGX 8420 switch, power to the fan tray comesfrom the “Fan 1" connector on the
PE-BC (refer to Figure 2-12). Inan IGX 8430 switch, the booster fan at the top receives power at the
Fan 2 connector. The lower tray uses the two Fan 1 connectors. The Cisco IGX 8400 Series
Installation publication describes fan installation.
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Figure 2-12 PE-BC and DC PEM With Plug
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AC Power Modules

This section introduces the AC power system first for the IGX 8410 node, then the IGX 8420/8430
nodes.

AC Power in the IGX 8410 Switch
For an IGX 8410 node to use an AC power source, an AC power supply system is necessary. The
IGX 8410 power supply housing holds up to four, 400-Watt power supplies. The AC system provides
the system with—48 VDC from 100 to 240 VAC input. The AC power supply housing is between the
card cage and the side wall of the node. The IGX 8410 node has one or, with AC redundancy, two
AC power inputs.

Two typesof redundancy exist: power source redundancy, in caseone AC circuit fails, and AC power
supply redundancy, in case a supply fails. Figure 2-13 shows two AC inputs.

Figure 2-13 Power Supply Area Back View, AC System
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The minimum requirement for an AC-powered system is one AC source and one power supply. One
supply is adequate for four cards unless you specify power supply redundancy. See Table 2-1 for
power supply requirements. Figure 2-14 shows the power supply slot designations and exterior.
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Figure 2-14 shows adual-input system. Facing the back of adual-input system, AC Input A isonthe
left. AC Input B in on the right. In a dual-input system, the Input A supplies power supply slots A
and B. Input B supplies power to slots C and D. A single AC input system does not have these
distinctions: the single input receives AC power for supplies A through C.

Figure 2-14 Power Supply Slot Designations, Dual AC System

., Fedby
B inputE
Hande #or
ram ovng
spply —
Fedb
Al seus 4G gt
ohoay leads
K-
B
—1 T

B inputs

Two types of redundancy exist in the AC-powered system. One redundancy is that of AC power
inputs. A redundant AC power source from a building circuit that isindependent of the other AC
circuit provides backup if one AC circuit at the site fails. The other redundancy is that of the
400-Watt power supply modules. Redundancy of the 400-Watt power supplies provides a backup if
apower supply fails.
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In supporting single and dual AC inputs, power supply arrangements differ, as follows:

® When asystem usestwo AC inputs, the number of supplies that receive power from AC Input A
must be the same as the number of suppliesthat receive power from AC Input B. See Figure 2-14.

® When a system uses one AC source, the number of supplies must be installed in a contiguous
arrangement, beginning with slot A, then slot B, and so on. Because only one AC input is present,
the input connection has no alphanumeric designation.

Table 2-1 showsthe minimal 400-Watt unit requirementsfor different IGX 8410 configurations. The
factors that determine the number of supplies are as follows:

® The number of AC inputs
® The number of cards (one supply can power four cards)
® Power supply redundancy for backup

In Table 2-1, the System column shows the number of AC inputs. The Number of Cards column
shows the number of cards at the cutoff point for more supplies. The Supply Redundancy column
indicates whether the configuration includes aredundant supply for backup. For columns A through
D, an X showsthat the corresponding slot in the power supply housing must have a power supply to
meet the configuration requirements. The part number for a power supply is 400W-PS-AC.

Table 2-1 Locations of Primary and Additional 8410 Power Supplies
N+1 Supply

System Number of Cards Redundancy A B C D
1 AC Input 40rless No X

4orless Yes X X

more than 4 No X X

more than 4 Yes X X X
2 ACinputs 4orless X X

more than 4 X X X X

IGX 8420/8430 Power Supply Requirements

This section introduces the AC power system and explains the concept of redundancy.

For an IGX 8420 or 8430 node to use an AC power source, an AC power supply shelf is necessary.
The IGX 8420/8430 AC power tray holds up to six, 875-Watt power supplies. The AC module
provides the system with -48 VDC from 208/240 VAC input. The AC power supply shelf sits below
the main (lower) fan tray.

A power circuit breaker for each card shelf exists on the back panel. Thisallows power for each card
shelf to be individually turned on and off. (An 1GX 8420 node has two, card shelf circuit breakers,
but only oneis meaningful.) The back panel aso contains one or—with AC redundancy—two AC
power inputs. Figure 2-15 showsthe back of the AC power supply section onan 1GX 8430 nodewith
redundancy for AC power input. In Figure 2-15, the node has amain circuit breaker on the power
supply shelf for each AC power input.
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Figure 2-15 IGX 8420/8430 Power Supply Area, Back View
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Figure 2-16 shows the possible configurations for the system power cables. Although these cables
have different lengths, the pinouts are identical.

Figure 2-16 System Power Cable Diagram in AC-Powered IGX 8420/8430 Nodes
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Understanding the Power Supply Configuration

This section describes the AC power configuration. The power supply configuration is based on
power supply redundancy and the power requirements (load) created by the cardsin the system. The
minimum is 1 AC source and 1 supply. This minimum applies to the IGX 8420 node: with 12 or
fewer boards, 1 supply is adequate unless redundancy is specified. Figure 2-17 shows the power
supply slot designations.

Figure 2-17 Power Supply Slot Designations
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Redundancy

Two types of redundancy exist in the AC power supply configuration. One redundancy isthat of AC
power inputs. A redundant AC power source from a building circuit that is separate from the other
AC circuit provides backup if one AC circuit at the site fails. The other redundancy is that of the

875-Watt power supply modules. Redundancy of the 875-Watt supplies providesabackup if asupply
fails.

In supporting the two types of redundancy, power supply arrangements differ, as follows:

® Whenasystem usestwo AC inputs, the number of supplieson theleft and right sides must match.

For example, if a system with dual AC inputs has four supplies, the supplies must occupy slots
A,B,D,andE.

® When asystem uses one AC source, the number of supplies on the left and right sides can differ.
For example, three supplies on the |eft and one on the right is permissible.

Power Supply Quantities

Table 2-2 shows the required number of power supplies for IGX 8420/8430 systems. In Table 2-2,

the locations for primary (or minimal) power supplies are marked with an X. The primary supplies
reflect redundancy of AC inputs and backup supplies. An O indicates aslot that must have a supply
because the card cage contains more than 12 boards.

In Table 2-2, the System column lists the IGX model number coupled with the number of AC inputs
and whether the single-AC input models have power supply redundancy. The table also shows slot
locations A to F and the part number of the kit that contains al the piecesfor the item in the System
column. Extrasuppliesfor morethan 12 boards (O) are not apart of akit under Kit Part No. but have
another part number. The part number of a supply ordered to fill extra power demandsis
IGX-AC-PS.
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Table 2-2 Locations of Primary and Additional 8420/8430 Power Supplies

System A B C D E F Kit Part No.
IGX 8420: 1 AC input, no power supply X (0] IGX8420-AC1-1
redundancy

IGX 8420: 1 AC input, with power supply X X (0] IGX8420-AC2-1
redundancy

IGX 8420: 2 AC inputs X o X O IGX8420-AC2-2
IGX 8430:1 AC input, no power supply X X (0] IGX8430-AC2-1
redundancy

IGX 8430: 1 AC input, with power supply X X X (0] IGX8430-AC4-1
redundancy

IGX 8430: 2 AC inputs X X (0] X X (0] IGX8430-AC4-2

Note that, with all power supply configurations, power supply locations begin at the lowest | ettered
slot on either side, and the occupied positions are contiguous. For example, inadual-AC system with
four supplies, the occupied slots should not be A, C, D, and F. Rather, the supplies should occupy
slots A, B, D, and E.

Cooling System

Mounted fansin afan tray cool the system. In an IGX 8410 node, the fan tray with four fans resides
immediately below the card cage. Figure 2-18 showsthe IGX 8410 fan tray. Inan IGX 8420 or IGX
8430 node, afan tray sitsimmediately below the card cage and, if the system uses AC power, above
the power supply module. An IGX 8430 node also has abooster fan tray above the upper card cage.
Figure 2-19 shows front and back views of the fan tray for an IGX 8420 or IGX 8430 node.

An exhaust plenum resides at the top of each unit. Cooling air for the cards enters through a grille
on the front of the fan tray beneath the card cage and exits through the rear of the exhaust plenum.
In an IGX 8430 node, the booster fan tray has no grille.
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Figure 2-18 IGX 8410 Fan Tray
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Figure 2-19 IGX 8420/8430 Fan Tray

Back Card Blanks

To maintain correct air flow and reduce Radio Frequency Interference (RFI) and Electromagnetic
Interference (EMI), all unused back card slots must be covered with the blank faceplates that
Cisco provides.
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Card Cages

AnIGX card cage has 8, 16, or 32 active card slots on each side of the backplane. The PE-BC dlot
has no number in this scheme. An IGX 8410 node also has space for three spare cards.

In most cases, front slots contain data processing cards, such as processors, service modules, and so
on. With the exception of the System Clock Module (SCM), the back slots contain system interface
cards. The plug-in cardsin the front slots are the system unit cards. The cards in the back slots are
the network trunk and user interface cards. For a description of the cards, refer to the next chapter.

Figure 2-20 and Figure 2-21 show typical card placementsin an IGX 8410 node. Figure 2-22 and

Figure 2-23 show typical card placementsin an IGX 8420 node (front) and IGX 8430 node (back),
respectively. Most cards can reside in any vacant sot. Only the NPM and SCM have reserved slot

locations.

Figure 2-20 Typical 8410 Shelf Configuration, Front View
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Figure 2-21 Typical IGX 8410 Shelf Configuration, Back View
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Figure 2-22
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Figure 2-23 Typical IGX 8430 Shelf Configuration, Back View
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Backplane

ThelGX 8410 backplane has eight 216-pin connectors. Each IGX 8420/8430 backplane has sixteen
216-pin connectors and occupies just over half the height of the card cage. The backplane sitsin the
upper part of the card cage and connects up to 16 front cards. Figure 2-24 shows a front view of an
IGX 8420 backplane. Except for having 8 fewer card slots, the IGX 8410 card cage |ooks the same
asthe IGX 8420 backplane. The utility bus resides beneath the NPM dots at the left. Figure 2-24
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also showsthe card guidesin the front and rear. Each front card plugsinto the backplane at the upper
connector (P1). In addition to the physical connectors for the cards, the backplane also contains the
system bus.

Inthe1GX 8430 node, the upper and lower card cages are slightly different. The upper card cage has
autility bus beneath the backplane for the NPMs and SCM. See Figure 2-24. Thelower card cagein
the 1GX 8430 node has a backplane with no utility bus because only service cards exist on the lower
shelf.

Figure 2-24 IGX Backplane, Utility Bus, and Card Guides
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In an IGX 8430 node, a pair of ribbon cables carries the backplane signal s between the upper and
lower shelves. These ribbon cables pass through a cut-out space in the card cages. They also go
through a two-piece conduit that fits together to surround the cables. The name of this two-piece
conduit isthe card cage tunnel. The cables connect to two, 100-pin connectors that reside on the
front side of the backplane (the opposite side of the backplane from the Power Entry Back Card).
Figure 2-25 illustrates the expansion connectors, the ribbon cables, the cutout space, and the card
cage tunnel. The card cage tunnel is shown in place in the main figure and prior to insertion in the
blown-up view.
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Figure 2-25 IGX 8430 Backplane Extension
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System Bus

Utility Bus

The IGX system bus resides on the backplane. The system bus provides the following:

® The Cellbus carries data between various service module cards. The transfer rate on the Cellbus
can reach 1 gigabit per second. This bus consists of five datalanes or highways. Four of these
lanes carry data between the cards. The fifth lane provides redundancy if one of the four lanes
fails.

® The Power Distribution Bus provides—48 VVDC to each of the IGX cards. Each card developsits
reguired voltages from this—48 VDC.

® Clock distribution for system timing and card synchronization.

® The Cbusand aDbus are serial control buses. The NPM uses Cbus and a Dbus to monitor and
control the other system cards and to control the flow of voice and data through the system. The
NPM uses the Cbus to communicate with the various application cards. The NPM usesthe Dbus
to communicate with the adapter cards (see “ Adapter Cards’ in the next chapter).

Asasafeguard against card driver failure or bus failure, the backplane contains redundant system
buses. In atwo-shelf system, a cable between the upper and lower backplanes extends the system
bus to the lower shelf. The earlier section “Backplane” describes this cable. The backplane also
contains fuses to protect it from catastrophic electrical damage. (See the chapter on repair and
replacement in the Cisco 1GX 8400 Series Installation publication.)

A utility busis used to interconnect redundant processor cardsin anode. In an IGX switch, the
two-slot utility bus UBS-2 interconnects the two processor cards. It occupies the positions of the
lower connectorsin slots 1 and 2.
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CHAPTER 3

Processor and Trunk Cards

This chapter describes the hardware and functionality of the processor and trunk cards. It also
describes the backplane and system bus. The description of each card includes:

® Function

® System interconnect

® Faceplateindicators

Other manuals that relate to IGX operation are:

® The Cisco IGX 8400 Series Installation and Configuration publication describes installation,
troubleshooting, user-commands, repair and replacement, and the rack-mount | GX 8420-to-1GX
8430 conversion.

® The Cisco WAN Switching Command Reference publication and theCisco WAN Switching
SuperUser Command Reference publication describe standard user-commands and
superuser-commands.

® The Cisco WAN Manager Installation publication and the Cisco WAN Manager Operations
publication both contain information on network management.

Processor, Trunk, and Alarm Card Types

Table 3-1 lists the processor cards that can operate in an |GX switch. Table 3-2 lists the trunk front
cards, and Table 3-3 lists the corresponding trunk interface back cards. The card described in this
chapter that is neither a processor card nor atrunk card isthe Alarm Relay Module card set
(ARM/ARI). In addition, a switch may use Adapter Card Modules (ACMS) to connect existing 1PX
16/32 service modules and perform the adaptation that allows IPX 16/32 front cardsto operatein an
IGX 8410, 8420, or 8430. IPX 8-specific cards do not apply to the upgrade scheme.

Table 3-1 Processor Cards

Card Acronym Card Name

NPM-32 Nodal Processor Module with 32 Mbytes DRAM
NPM-64 Nodal Processor Module with 64 Mbytes DRAM
NPM-32B Nodal Processor Module with 32 Mbytes DRAM
NPM-64B Nodal Processor Module with 64 Mbytes DRAM
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Table 3-2 Trunk Front Cards

Card Acronym Card Name

UXM Universal Switching Module
ALM/B ATM Line Module, Model B
BTM Broadband Trunk Module

NTM Network Trunk Module

Table 3-3 Interface Back Cards for Trunks

Back Card Acronym by Trunk Card Name

UXM

BC-UAI-4-155-MMF 4 port Multi-Mode Fiber 155Mbps
BC-UAI-4-155-SMF 4 port Single Mode Fiber 155Mbps
BC-UAI-2-155-SMF 2 port Single Mode Fiber 155Mbps
BC-UAI-6-T3 6 port T3 back card

BC-UAI-3-T3 3 port T3 back card

BC-UAI-6-E3 6 port E3 back card

BC-UAI-3-E3 3 port E3 back card

BC-UAI-8-T1-DB15 8 port T1 back card with DB15 connector
BC-UAI-8-E1-DB15 8 port E1 back card with DB15 connector
BC-UAI-8-E1-BNC 8 port E1 back card with BNC connector
BC-UAI-4-T1-DB15 4 port T1 back card with DB15 connector
BC-UAI-4-E1-DB15 8 port E1 back card with DB15 connector
BC-UAI-4-E1-BNC 4 port E1 back card with BNC connector
ALM/B

BC-UAI-1T3 Universal ATM Interface T3 Back Card
BC-UAI-1E3 Universal ATM Interface E3 Back Card
BTM

AIT-E3 E3 Trunk Interface Card

AIT-E2 E2 Trunk Interface Card

AIT-HSSI HSSI Trunk Interface Card

AIT-T3 T3 Trunk Interface Card

BTI-E1 E1 Broadband Trunk Interface Card

NTM

BC-E1 E1 Interface Card

BC-T1 T1 Interface Card

BC-Y1 Y1 Trunk Interface Card

BC-J1 J1 User (Circuit) Interface Card

BC-SR Subrate Trunk Interface Card
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Table 3-4 Other Back Cards

Card Acronym Card Name

SCM System Clock Module, works in conjunction with the NPM

ARI Alarm Relay Interface, works in conjunction with the ARM card

Processor Cards

The processor card group consists of the Nodal Processor Module (NPM) and the System Clock
Module (SCM). In conjunction with the system bus, the processor group is responsible for system
timing, network control, and status reporting.

Nodal Processor Module (NPM)

The Nodal Processor Module (NPM) is a 68040 microprocessor-based system controller that runs
the software for controlling the IGX switch. The NPM communicates with the other system cards
over the control bus. Figure 3-1 illustrates the relation of the NPM to other parts of the system. The
NPM performs the following major functions:

® Runsthe software for controlling, configuring, diagnosing, and monitoring the IGX switch
® Sends configuration and control commands over the control bus to other cardsin the switch
® Receives statistics, status, and alarm messages from the other cardsin the switch

® Generates al system bus control signals for directing the interpretation of address buses and
controlling data transfers

® Communicates with other nodes in the network

TheNPM communicateswith all other nodesthrough atrunk that uses areserved queue on thetrunk.
The NPM communication link with other nodes carries information about new connections,
topology changes, and rerouting.

Two versions of the NPM exist for each model. Thetotal of four NPMs are the NPM-32, NPM-32B,
NPM-64, and NPM-64B. The B versions use +5 VDC flash memory. The next section, titled “NPM
Processor and Memory Capacity,” describes NPM memory and its expandability.
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Figure 3-1 NPM in Relation to the System
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NPM Processor and Memory Capacity

The DRAM memory in an NPM holds the switch software for performing the regular functions of
the NPM. The NPMs also have memory features that let you download new software releases over
the network and maintain the system software and its configuration if the power fails. Non-volatile
flash EEPROM supports software downloading over the network. Battery-backup RAM (BRAM)
stores system configuration data. Table 3-5 showsthe basic and expanded memory capacities of each
NPM. Memory upgrades are available but must take place at the factory. Reasons for memory

upgrades are, for example, expanded statistics gathering or expansion from aflat to atiered network.

Table 3-5 NPM Memory and Expansion Capacity

NPM Version DRAM BRAM Flash EEPROM

NPM-32 32 Mbytes 1 Mbyte 4 Mbytes (expandable to
8 Mbytes)

NPM-64 64 Mbytes 1 Mbyte 4 Mbytes (expandable to
8 Mbytes)

NPM-32-B 32 Mbytes 1 Mbytes 4 Mbytes (expandable to
8 Mbytes)

NPM-64-B 64 Mbytes 4 Mbytes 4 Mbytes (expandable to
8 Mbytes)
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NPM Redundancy

An IGX has one NPM in anon-redundant system or two NPMs in a redundant system. In a
non-redundant system, an NPM residesin either front slot 1 or front slot 2. For aredundant system,
NPMsresidein slots 1 and 2. The NPM plugs into the system bus backplane. A utility busin the
backplane connects the NPMs in a redundant system.

NPM Faceplate and LEDs

The faceplate of the NPM has agreen Active LED and ared Fail LED. See Figure 3-2. The NPM
monitorsits own activity and, if afailureis detected, the Fail LED islit. If the node has redundant
NPMs, the on-line NPM isindicated by the lit Active LED, while the standby NPM has no lit
indicators. In addition to the status LEDs on the NPM faceplate, information on any NPM can be
displayed at aterminal by executing the dspcd command.

Figure 3-2 NPM Faceplate
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System Clock Module (SCM)

The System Clock Module (SCM) card provides the main clock generation function for the IGX. It
generates the system clock and trunk synchronizing clocks. The SCM phase-locksthe internal 1GX
timing to the sel ected clock source for network synchronization. Each IGX node must have an SCM.
The SCM plugsinto back card slot 1.
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SCM Features and Functions

The NPM and SCM card sets are the backbone of the IGX: without an NPM and SCM, the node is
inoperative. The NPM controls and monitors the SCM control buses. A single SCM can support
redundant NPMs.

In addition, the SCM provides:

® Two low-speed communications paths for a control terminal, a printer, or one or two modems
® OneLAN communication path for connecting the Network Management System to the IGX
The SCM circuits include the following:

® Interna clock generator for the node

® Clock detection, alarm status, and control from the NPM

® Phaselock loops

® External clock input

® Clock, power supply, temperature, and fan monitoring

® Busexpansion

® Reset circuitry

® Portsfor acontrol terminal, printer or modem, and LAN AUI

® 2EIA/TIA-232 serial port interfaces

Thetwo serial EIA/TIA-232 ports provide connection to control terminals and modems for remote
accessto the node. In conjunction with the SCM, the NPM also supportsahigh-speed Ethernet LAN
port for faster system statistics transfer between the node and a Cisco WAN Manager NMS
workstation. This port conforms to the requirements of |EEE standard 802.3 for Ethernet.

The SCM has duplicates of theinternal clock circuitry and its associated phase lock loops and
NPM-related control circuitry. One clock circuit operates off the System A Bus, and the other
operates off the System B Bus. Both circuits operate independently and are monitored separately to
provide complete backup if a circuit fails (which would cause the Fail LED to turn on). However,
because both the System A bus and System B bus clock circuits exist on asingle card, removing the
SCM disrupts system operation. The lower priority SCM circuits are not duplicated. The lower
priority circuits are the external clock input, control and auxiliary ports, and monitoring circuits for
power supplies, cabinet temperature, and fans. A failure in alower priority circuit does not cause a
system failure, but the SCM reports the problem.

The Ext Clock connector on the faceplate of the SCM provides an interface for an external source
for ahigh-stability clock. Thisclock isconfigurable asthe primary, secondary, or tertiary clock. The
input is 1.544 MHz for T1 systems and 2.048 MHz for E1 systems. In addition, one of the trunk or
circuit line inputs may also serve as a source of timing for the node. If no clock source is selected,
the clock sourceistheinterna 1GX clock.

Figure 3-3 and Table 3-6 describe the SCM faceplate connectors and LEDs. When you correlate the
descriptions in the table with the callouts in the figure, read from the top to the bottom.

In addition to the clock functions, the SCM provides a pair of low-speed, serial communications
ports. The control terminal port is a bi-directional port for connecting the IGX to alocal network
control terminal or to amodem for remote terminal connection. The auxiliary port connectsto a
maintenance log printer, an additional dumb terminal, an alarm message collector, external device
window, or an auto-dial modem for automatic reporting of local IGX alarm conditions. You can
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program the modem to dial into the Technical Assistance Center (TAC) for assistance when a
network alarm occurs. You can reach the TAC through Cisco Customer Engineering at

800-553-2447 or 1-408-526-4000.

Figure 3-3 SCM Faceplate
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Table 3-6 SCM Faceplate Connectors and Indicators

Connector or LED Function

External Clock DB15 connector for connecting an external source for the system clock.
Control Terminal A DB25 connector for aVT100 or equivalent terminal for abasic network

management terminal. control terminal can aso connect to adial-in modem
for communication with the TAC or other network management dial-up
access. Thisisabidirectional EIA/TIA-232 communications port.

Auxiliary Port A DB25 connector for a system printer. Can also be used to connect an
out-dial modem for automatic reporting of alarmsif the node becomes
isolated. This port is bidirectional EIA/TIA-232.

LAN AUI Ethernet LAN connection for multiple, local Cisco WAN Manager NMSs.
This port uses a DB-15 connector called the Attachment Unit Interface (AUI)
connector. This name reflects the industry standard term for aLAN interface.
Table 3-7 lists the AUI pin assignments.

Power Supply Monitor Power supply monitor. Y ou must supply the cable to use the PSM connector.
(PSM) See the section titled “Using the Power Supply Monitor Connector.”
Fail Indicates an error occurred. First, reset the card with the resetcd f command.

If the LED comes on again, call the TAC.

Active Indicates the card isin service with active circuits.

Table 3-7 lists the pin assignments for the LAN connector.

Table 3-7 AUI Connector Pin Assignments (DB 15-connector)
Pin Name Pin Name

1 Shield - -

2 Collision Presence + 9 Collision Presence—

3 XMT + 10 XMT—

4 Reserved 11 Reserved

5 RCV + 12 RCV—

6 Power return 13 Power (+12V)

7 Reserved 14 Reserved

8 Reserved 15 Reserved

Using the Power Supply Monitor Connector
The Power Supply Monitor (PSM) is an RJ-45 connector with the following pinout:.

® Pin1=Digita Ground
® Pin2=AACFAIL*_OUT
® Pin3=BACFAIL*_OUT

Each AC power supply provides an open collector output that goes low if an AC power failure
occurs. Theinactive state of the status signalsis high on the SCM. The signals go into a AL S244
driver, the outputs of which are connected directly to the RJ-45 connector as well as circuitry that
communicates the status to the control card. To use the PSM connector, you need a device that
responds with afail condition whena“0” TTL logic level is present on pin 2 or pin 3.
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Optional Alarm Interface Cards

The alarm relay card set is optional. The set consists of an Alarm Relay Module (ARM) front card
and an Alarm Relay Interface (ARI) back card. This card set provides alarm summary outputs by
using relay contact closures.

The alarm outputs are typically wired to atelephone central office alarm system for remote alarm
reporting to give an indication there is a problem in the associated equipment.

The alarm summary feature provided by the Alarm Relay cards provides both a faceplate visual
indication of an IGX node alarm as well as a set of relay outputs (dry-contact) for indicating node
and network alarm indications. A visual alarm history indication is aso provided. Thisalarm
reporting is separate and isin addition to the alarm output at the node's control port, which provides
adata output to acontrol terminal, such asthe Cisco WAN Manager Network Management Station.
Table 3-8 summarizes the alarm conditions and the resulting indications.

One set of alarm relaysis used to signal amajor alarm or minor alarm on the node. One pair of
contacts on each relay is used for audible alarms. These contacts arein series with afaceplate alarm
cut-off (ACO) switch. The other set of relay contacts are used for visual alarms and are not affected
by the ACO switch. When the ACO switch is activated, a faceplate ACO indicator lightsup asa
reminder to the operator. If the ACO switch is activated to disable the node' s audible alarm output
and a second alarm occurs, the audible alarm is re-activated. Two faceplate LEDs provide local
indication of network alarms.

Table 3-8 ARM Card Set Alarm Reporting

Type Severity Indicator ARM Action

Network Major none Single form-C relay closed or open.

Network Minor none Single form-C relay closed or open.

Node Major Major LED (red) Visual and audible relay closed only (normally open).
Node Minor Minor LED (yellow) Visua and audible form-C relay closed or open.
Alarm cutoff n.a ACO LED (green) Interrupts audible relay closed.

Alarm history  n.a Hist LED (green) None.

A second, independent, set of alarm outputs report network alarms. If amajor or minor alarm occurs
anywhere in the network, the ARM activates these relays.

Major alarm relays are normally energized, providing an open circuit, so that a complete power
failure (relay de-energized) at the node resultsin a contact closure and resulting major alarm output.
Minor alarms, however, are normally de-energized to conserve power. Contact closures aswell as
contact openings are available for minor alarms.

When an alarm condition clears, the alarm relays return to their normal state to clear the alarm
outputs. A faceplate history indicator turns on when alocal alarm occurs. The indicator remains on
even though an alarm may have aready cleared. You can manually clear the history indicator by
pressing a switch on the faceplate.

Two additional relays exist under software control to report conditions but are currently unassigned.

The alarm reporting feature requires a card set that includes an ARM front card and an ARI back
card. Thiscard set can reside in any slot except the reserved slots. However, Cisco recommends that
the front card go in the slot on the far right. Since afailure of either of these cards does not affect
service, card redundancy is not necessary.
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Alarm Relay Module (ARM)

The alarm relays are controlled by system software through Control Bus commands. The ARM
interface with the Control Bus allows the card to receive alarm signals from the NPM and to send
status signals back to the NPM. The firmware on the ARM decodes the alarms. The ARM does not
connect to the Cellbus because it does not packetize user-data.

The ARM faceplate contains the alarm LEDs, ACO and History Clear push buttons, and the active
and fail LEDs indicating the status of the ARM card (see Figure 3-4 and Table 3-9). The ARM card
isused in conjunction with an ARI card. The ARI card connects to the ARM at the P2 connector.
Relay drive signals originate in the ARM to operate relays on the ARI.

The ARM periodically runs a background self-test to determine the state of the card. If the card fails
this self-test, the faceplate Fail LED turns on, and the Active LED turns off.

Figure 3-4 ARM Faceplate
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Table 3-9 ARM Faceplate Controls and Indicators
Faceplate Item Function
Minor LED (yellow) Indicates afailure in the local node that is not service-affecting but still

should be investigated. It could indicate problems such as aloss of
redundancy, alow error rate on adigital trunk (frame bit errors or bipolar
errors), or other problem.

Major LED (red) Indicates afailure in the local node that is service-affecting and which you
should immediately investigate. A card failure is an example.

ACO LED (white) Indicates that a Minor or Major alarm is present, and that the alarm cutoff
(ACO) button (5) was pressed to silence an accompanying audible alarm.
The ACO light is turned off when the alarm condition is cleared.

HISTory light (green) Indicates that an alarm has occurred sometimein the past on the node. The
alarm may be current or it may have cleared. Pressing the HIST CLR
button (6) turns off thislight if thereis no current alarm.

ACO button When pressed, silences audible alarm (visual alarms remain on) and turns
on ACO light (3).

HIST CLR button When pressed, turns off the HIST light (4) if no alarm currently exists.

Fail light (red) Indicates that the card has failed self-test. First, reset the card with the

resetcd f command. If the LED comes on again, call the TAC.

Activelight (green) Indicates that the card is active, has been assigned through the addalmslot
command, and is functioning normally.

Theinstallation of the ARM cards requires the removal of the node from service. The ARM can be
physicaly installed in any front slot except slots normally reserved for the node processor cards
(NPMs). For standardization, Cisco recommends that the ARM residein the slot at the far right side
of the card cage. The corresponding back slot must have an ARI card. The ARI card plugs directly
inthe ARM card.

User-Commands
Three commands apply to the ARM card set:

® addalmsiot
® delalimdot
® dspcd

Alarm Relay Interface Description (ARI)

The Alarm Relay Interface (ARI) card contains the alarm relays and their associated relay drivers.
Alarm outputs are dry contact closures or opening contacts from Form C relays. The user must
supply the voltage source to be switched by the IGX. Any source or load can be switched aslong as
it meets the following requirements.

® Voltage source, maximum 220 Volts
® Steady-state current, maximum 0.75 Amps
® Power dissipation, maximum 60 Watts

A female DB37 connector resides on the faceplate for connection to the customer’s office alarm or
alarm-reporting system. Refer to Figure 3-5 for an illustration of the ARI faceplate.
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Figure 3-5 ARI Faceplate
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Maintenance and Troubleshooting

Thefollowing paragraphs describe the maintenance and troubl eshooting features associated with the
ARM card set. Preventive maintenance is not necessary.

Card Self Test
Diagnostic routines periodically run to test the card's performance. These diagnostics run in the
background and do not disrupt normal traffic. If afailureisdetected during the self test, the faceplate
red Fail LED turns on. In addition, you can check the status of the card by using the Display Card
(dspcd) command at the control terminal. If a card failure is reported, the report remains until
cleared. To clear acard failure, use the Reset Card (resetcd) command.

Two types of resets are exist. They are hardware and failure. The reset failure clearsthe event log of
any failure detected by the card self test and does not disrupt card operation. The hardware reset
reboots the firmware and resets the card, which momentarily disables the card.

Card Replacement

ARM card set replacement is the same as other card replacement. For these procedures, refer to the
repair and replacement description in the Cisco |GX 8400 Series Installation manual.
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Adapter Cards

Cisco can upgrade |PX servicelinterface cards for usein an IGX node. The upgrade involves the
addition of one of three possible Adapter Card Modules (ACM) and possible firmware or hardware
modifications. The upgrade is available only as afactory upgrade dueto the complexity of the ACM.

Connecting IPX front cardsto their corresponding back cards on the |PX requiresthe use of a utility
or local bus. On upgraded IPX cards (IGX cards), the local or utility busis not necessary.

The following IPX cards can be adapted for use in the IGX:
® NTC
* AIT
® CDP
* FRP
® FTC
® SDP
* |DP
* ARC

Processor and Trunk Cards 3-13



Trunk Interface Cards

Trunk Interface Cards

This section describes the IGX trunks. The card groups are:
® Universal Switching Module (UXM)

® ATM LineModule B (ALM/B)

® Broadband Trunk Module (BTM)

® Network Trunk Module (NTM)

Note With Release 9.2 software, an IGX 8420 or 8430 switch can support amaximum of 32 trunks.

Trunk Operating Modes

IGX trunk cards operatein either simple gateway or cell forwarding mode. Simple gateway supports
service interworking, which lets frame relay connections terminate at ATM endpoints. For a
description of simple and complex gateways, service and network interworking, tiered networks,
trunks, ATM protocols, and cell and header formats, refer to the Cisco System Overview.

Trunk Card Maintenance
Trunk cards reguire no maintenance except for replacement after a confirmed failure.

Loopback Test

A trunk loopback test runs when an ATM trunk detects an integrated alarm. The loopback test
indicatesif the line or the card is faulty. A loopback test “pass’ meansthe lineisfaulty, so aline
alarm is subsequently indicated. A loopback test “fail” meansthe card isfaulty. If the card isfaulty,
aswitch occurs to an available Y-Cable equipped redundant card.

Common Alarms, Controls, and Indicators

Front cardsand back cards have faceplateswith indicator LEDs. M ost cards have both agreen Active
LED and ared Fail LED at the bottom of the faceplate. For definitions of the port status LEDs on a
back card, refer to the section that describes the back card.

Note In dotswhere no back card exists, a blank faceplate must reside to block Electromagnetic
Interference (EMI) and Radio Frequency Interference (RFI) and to ensure correct air flow.
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Table 3-10 Common Card Status Indicators

Indicators Status Meaning

Fail ON Steady Indicates an error occurred. First, reset the card with the reseted f
command. If the LED comes on again, call the TAC.

Fail Blinking On an NPM in aredundant system, this combination indicates that
the card is being updated.

Active ON steady When steadily on, this combination indicates the card is active and
carrying traffic or processing data.

Active ON momentarily When momentarily on, indicates the card executed a self-test.

BOTH OFF Indicatesthe card is either part of aredundant pair and isin standby
or isnot being used at all.

BOTH ON Indicates the card failed but remains active because no standby card

isavailable. One or more linesfailed, but others remain active.
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Universal Switching Module
This description of the Universal Switching Module (UXM) covers the following topics:

® Anintroduction includes sections on the UXM mode of operation, trunk-mode features, interface
card list, card redundancy, card mismatch, clock sourcing, Cellbus bandwidth usage,
configuration for public ATM network service, and configuration for cell trunk-only routes

® Supported traffic and connection types

® |Inverse Multiplexing Over ATM (IMA)

¢ Activation and configuration of a UXM for trunk-mode operation
® Supported traffic and connection types

® Alarmsfor physical linesand logical (IMA) trunks

® Descriptions of the faceplates on the back cards

TheUniversal Switching Module (UXM) can function in one of two modes. In trunk mode, the UXM
supports trunks in the network. In port mode, it as either an ATM User-to-Network | nterface (UNI)
or a Network-to-Network (NNI) interface. The back cards support multiple ports operating at
OC3/STM1, T3, E3, T1, or El rates.

Note Theword “port” hastwo usesin a Cisco WAN switch. “Port mode” refersto the function of
an interface at the edge of a network—the endpoint at which you add connections (UNI) or the
interface between two networks (NNI). Examples of port cards are the UVM, UFM, ALM/A, and
port-mode UXM in an IGX switch or an ASI in aBPX switch.

On the other hand, a*“port” is also alayer of logical functionality that appliesto port cards as well
astrunk cards. For example, whether you activate aline to arouter or activate an ATM trunk to the
network, you must subsequently configure the logical port in either case.

For aUXM, therefore, the documentation describesalogical “port” on aport-mode UXM for aUNI
or NNI at the edge of a network, yet it also refersto a“port on aUXM trunk” as alayer of logic.

Introduction to the UXM Trunk Mode

The UXM can transport ATM cellsto and from the Cellbus at a maximum rate of 310 Mbpsin either
direction. The UXM can support up to 8000 connections in trunk mode. 4000 connections in trunk
mode are reserved for gateway connections. Aslater paragraphs describe, a connection can be a
user-connection, gateway connection, or networking connection.

The UXM communicatesonly ATM cellsto either the network or the CPE. On the Cellbus, however,
the UXM communicates either ATM cells or FastPackets according to the card type. With another
UXM, it communicates only in ATM cells. With other cards, the UXM communicatesin

FastPackets. Through its gateway functionality, the UXM translates between FastPackets and ATM
cells so it can transport voice, data, or Frame Relay traffic that other cards have put in FastPackets.

Determining the UXM’s Mode of Operation

The UXM detects reports its mode of operation to switch software when you first activate either a
trunk to the network or aline on the UNI or NNI. If you activate atrunk, the UXM goes into trunk
mode. If you activate aline, the UXM goesinto port mode. The CLI commands for these operations
are uptrk and upln, respectively. (The UXM description in this chapter lists important information
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about the commands that apply to the UXM, but the order of their use appearsin the Cisco |GX 8400
Series Installation guide. For a detailed description of each command and its parameters, see the
Cisco WAN Switching Command Reference.)

Example Networks With UXMs

Networks with both trunk mode and port mode UXMs appear in Figure 3-6 and Figure 3-7,
respectively. The nodesin Figure 3-6 use only UXMs for port interfaces and trunk interfaces.
Figure 3-7 shows a variety of cards providing interfaces for different traffic types.

The network carrying only ATM traffic appearsin Figure 3-6. Each UXM trunk card in Figure 3-6
connectsto either another UXM trunk card or aBXM operating asatrunk. The ATM UNI portsare
the UXM port cards (for connection A), the BXM operating in port mode (for connection B), the
ASI (for connection C), and the BXM feeder trunk (for connection D). Connection D isa
two-segment connection. One segment of connection D exists between the BNM and AUSM on the
Cisco MGX 8220 shelf, and the other segment exists between the BXM and the UXM UNI port.

Figure 3-6 UXMs in a Network With Pure ATM Traffic
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A network with ATM traffic and FastPacket-based traffic appearsin Figure 3-7. Connections A and
B are ATM connectionsthat terminate on UXM UNI port cardsand aBXM operating asaUNI port.
Connection C is a Frame Relay connection between a UFM and an FRM. Connection D isavoice
connection between a CVM and CDP. Connection E isaloca connection (DAXCON) between a
UFM and aUXM UNI port on the same node. For connections C-E, the gateway function of the
UXM packs and unpacks the FastPackets into and out of the ATM cells.
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Figure 3-7 UXMs in a Network With Heterogeneous Traffic
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UXM Trunk Features

Thefollowing list broadly identifies the features of a UXM trunk. After the bulleted list, the
remaining sections of thisintroduction contain tablesthat list the features on particular topics, such
asinterworking. Actual descriptions of the features appear in the section titled “ The UXM in Trunk
Mode.”

The UXM uses all four lanes of the Cellbus.

In trunk mode, the UXM supports up to 8000 connections. Of the 8000 connections, 4000 are
reserved for gateway connections. For a gateway connection, the UXM translates between ATM
cells and FastPackets.

The maximum throughput is 310 Mbps—two times the OC3 (STM 1) rate. This maximum
applies whether the back card is a 2-port or 4-port back card. In practical application, this
maximum rate means that most trunk applications with an OC3 interface would use the 2-port
back card.

The UXM supports ATM-to-Frame Relay network and service interworking.

For the ABR connection types, the UXM supports EFCI marking, Explicit Rate Stamping, and
Virtual Source/Virtual Destination (VS/VD).
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UXM Interfaces

® The UXM supports Y-cable redundancy with hot standby for very fast switchover.
® Thefront card has 128K cell buffers.

® For statistics support, the UXM provides real-time statistics counters and interval statistics
collection for ports, lines, trunks and channels.

® The UXM canform alogical trunk by grouping more than one T1 or E1 port. The name of this
(purchased) option is Inverse Multiplexing Over ATM (IMA).

® The on-board diagnostics are loopback, self-test, and background.

Table 3-11isalist of the UXM back cards. Figure 3-8 showsthe UXM front card. Table 3-12 defines
all possible combinations for the states of the front card status LEDs (Fail, Active, and Standby).

Table 3-11 Back Cards for the UXM

Card Name Card Description
BC-UAI-4-155-MMF 4-port Multi-Mode Fiber 155 Mbps
BC-UAI-4-155-SMF 4-port Single Mode Fiber 155 Mbps
BC-UAI-2-155-SMF 2-port Single Mode Fiber 155 Mbps
BC-UAI-6-T3 6-port T3 back card

BC-UAI-3-T3 3-port T3 back card

BC-UAI-6-E3 6-port E3 back card

BC-UAI-3-E3 3-port E3 back card

BC-UAI-8-T1-DB15 8-port T1 back card with DB15 connector
BC-UAI-8-E1-DB15 8-port E1 back card with DB15 connector
BC-UAI-8-E1-BNC 8-port E1 back card with BNC connector
BC-UAI-4-T1-DB15 4-port T1 back card with DB15 connector
BC-UAI-4-E1-DB15 8-port E1 back card with DB15 connector
BC-UAI-4-E1-BNC 4-port E1 back card with BNC connector
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Figure 3-8 UXM Front Card
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Table 3-12 UXM Status LEDs

Fail Active Standby Status of Card

On Off Off Failed

Blinking Blinking Off Back Card Mismatch (hot standby)
Blinking On Off Back Card Mismatch (active)—can be missing back card
Blinking Off Blinking Back Card Mismatch (self-test)
Blinking Off On Back Card Mismatch (standby)
Off Blinking Off Hot Standby

Off On Off Active

Off Off Blinking Self-test

Off Off On Standby

On On On Down

Maximum Number of UXMs

Switch software limits the number of logical trunks and ports on an IGX switch. The maximum
number of UNI or NNI portsin an IGX switch is 64. The maximum number of logical trunksis 32.
To determine the number of each logical type in the switch, add the number of ports on multiport
cards and single-port cards. These sums cannot exceed 64 ports and 32 trunks. For example, using
exclusively 2-port OC3 trunks, you could install:

2 trunks per card x 16 OC3 UXMs=32 trunks

Switch software monitors the number of logical ports and trunks, not the number of UXMs.
Therefore, the software keeps you from activating an excessive number of lines or trunks on the node
rather than flagging the presence of too many cards.

Y-Cabled UXM Redundancy
The UXM features hot standby as a part of its Y-cable redundancy capability. With hot standby, the
redundant card receives the configuration information as soon as you finish specifying redundancy.
The standby card also receives updates to its configuration as the active card configuration changes.
Hot standby lets the backup card go into operation as soon as necessary rather than waiting for the
NPM to download the configuration.

Y-cable redundancy requires that both cards are active and avail able before you set up redundancy.
Use Cisco WAN Manager or the CLI commands uptrk, addtrk, then addyred. (See also
descriptions of addyred, delyred, dspyred, and ptyred in the Cisco WAN Switching Command
Reference publication).

Switchover to a Redundant UXM

If the card fails, a switchover occursto a Y-cabled, redundant UXM card set if available. If the
switchover occurs, the primary UXM acquires failed status, and the Fail LED turns on.
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Card Mismatch

The UXM supports two types of card mismatch notification. The notification common to all cards
occurs when you connect an unsupported back card to the front card. The mismatch notification
unique to the UXM occurs if you attach a supported back card but one that has a different interface
or asmaller number of the correct line types than what the UXM previously reported to software.

The UXM informs switch software of the number and type of interface ports when you first activate
aUXM. Software retains the back card configuration dataif you remove it. If you subsequently
attach a card with fewer ports, switch software flags a mismatch. Replacing a back card with more
ports of the same line type or exchanging SMF and MMF OC3 (STM1) cardsis not a mismatch. To
change the interface that software has on record, you must first down the card then re-activate it.

The UXM as a Clock Source

A UXM line or trunk can be the clock source for the node. Use the dspclksrcs command to display
available clock sources, dspcur clk to show the current clock source, and cnfclksr ¢ to specify anew
clock source. To clear clock alarms, use clr clkalm.

Cellbus Bandwidth Usage

The Cellbus consists of four operational lanes plus one backup lane. (The backup lane becomes
active if alanefails.) The FastPacket-based cards can use only one lane and communicate only in
FastPackets. If a FastPacket-based card controls the Cellbus, no ATM cells can be on the Cellbus.

When the UXM has control of the Cellbus, it can pass any of the following:

® ATM celsonal lanes (for example, with adaxcon between UXMs or when one UXM
communicates with another UXM in the same switch)

® FastPackets on lane 1 simultaneously with ATM cells on lanes 24
® FastPackets on lane 1

Switch software monitors and computes Cellbus bandwidth requirements for each card in the Cisco
8400-series switches. For the UXM alone, you can change its Cellbus bandwidth allocation. (You
cannot view or alter bandwidth allocation for other cards.) The unit of measurefor the ATM cell and
FastPacket bandwidth on the Cellbusis the universal bandwidth unit (UBU).

Switch software all ocates a default number of UBUs for the card when the UXM identifies the back
card interface to switch software. If you remove a card, switch software reserves the current Cellbus
bandwidth allocation for that card. If, as you add more connections, the load approaches
oversubscription, switch software displays a warning message. Regardless of the warning message,
Cisco advises you to monitor bandwidth allocation and allocate more UBUs for the card to avoid
oversubscription.

For the UXM, switch software allocates enough bandwidth to meet the requirements for the
minimum cell rate (MCR) and therefore does not accommaodate burstiness. Therefore, you must
know the UXM bandwidth requirements to determine if you should change its UBU allocation.
Monitor the bandwidth requirements after you build the network and during normal operation. On
the CLI, the applicable commands are cnfbusbw and dspbusbw.

You can raise, lower, or check aUXM’s UBUs with cnfbusbw. The cnfbusbw privilege level is
O—superuser. To check aUXM’s UBUs, use dspbusbw or cnfbusbw. Any user can use dspbusbw.
Each command’ s display provides the information you need to determine if you must increase the
UBUs on a particular UXM. The only value you can change is allocated bandwidth. An example
display for cnfbusbw appearsin Figure 3-9. The card-based default and maximum Cellbus
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bandwidth for each interface appearsin Table 3-13. Note that FastPackets require substantially less
Cellbus bandwidth than ATM cells. The FastPacket requirements in the figure and tabl e reflect the
restriction of FastPacketsto one lane and the maximum processing rate of the gateway onthe UXM.
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The values you can view with the cnfbusbw and dspbusbw commands are:

Minimum Required Bandwidth, the necessary bandwidth that switch software has cal culated for
the existing connections on thelocal UXM. The display shows the requirements for FastPackets,
ATM cdlls, and the equivalent in total UBUs.

Average Used Bandwidth is the average bandwidth usage.
Peak Used Bandwidth is the peak bandwidth usage.

Maximum Port Bandwidth is the maximum bandwidth that the back card can support. The
FastPackets per second field has a dash-mark because only cells pass through the port.

Allocated Bandwidth isthe current Cellbusallocation for the card. Thefield showsthe UBUs, the
bandwidth when only ATM cells are on the bus, and cells plus Fastpackets. The reason for cells
alone and cells plus Fastpacketsisthat cells can exist on the Cellbuswith or without FastPackets.
Thelast field under Allocated Bandwidth shows the formula to which the allocated values must
adhere. (A description of the formula follows the example screen.)

Figure 3-9 Example Display for cnfbusbw

St rat aCom TN Cisco 1 GX 16 9.2 Apr. 7 1998 03:15 GvIr
Bus Bandwi dth Usage for UXMcard in slot 5 Last Updated on 04/07/98 03:15: 42

FPkt s/ sec Cel | s/ sec UBUs

M ni mum Reqd Bandwi dt h: 0 100100 26
Aver age Used Bandwi dt h: 0 0 0
Peak Used Bandwi dt h: 0 0 0
Maxi nrum Port Bandwi dt h: - 288000 72
Al |l ocat ed Bandw dt h: 1

(Cell Only): - 4000

(Cel | +Fpkt): 2000 3000

(Fpkts / 2 + Cells) <= 4000
Reserved Bandw dt h: - 4000 1

Thi s Conmand: cnfbusbw 5

Al |l ocated UBU count:
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Table 3-13 Cellbus Bandwidth Allocation for UXM Interfaces
Max.
Default Default Cell Maximum

Inter- No. Cell Traffic  Cell + Fpkt Max. Traffic Cell + Fpkts
face of Default Only Traffic UBUs Only Traffic
Type Ports UBUs (cps) (cps and fps) (cps) (cps and fps)
0ocC3 dor2 14 176,000 132,000, 88,000 235 708,000 473,000, 470,000
T3 6or3 24 96,000 72,000, 48,000 235 708,000 473,000, 470,000
E3 6or3 20 80,000 60,000, 40,000 235 708,000 473,000, 470,000
T1 8 8 32,000 24,000, 16,000 32 128,000 96,000, 64,000
T1 4 4 16,000 12,000, 8,000 16 64,000 48,000, 32,000
E1l 8 10 40,000 30,000, 20,000 40 160,000 120,000, 80,000
El 4 5 20,000 15,000, 10,000 20 80,000 60,000, 40,000

Planning for Cellbus Bandwidth Allocation

With the Network Modeling Tool ™ (NMT), you can use the projected load for all UXMsin the
network to estimate their Cellbus requirements. During normal operation, you can use Cisco WAN
Manager to obtain the trunk and port statistics then decide whether to use cnfbusbw to increase the
UBU alocation. If you are using only the CLI, you would need to establish avirtual terminal (vt)
session to each node then execute dspbusbw or cnfbusbw.

Calculating Cellbus Bandwidth Changes

To determine how many UBUs are necessary, use the values for average bandwidth used (see
Figure 3-9) in the following formula:

f%s+ cps

UBUs = W

In most circumstances, the fpsand cps values from average bandwidth used are sufficient. The peak
bandwidth used values are primarily informational .

Theinformation in Table 3-13 provides the ranges for the interface type. Note that, if you do the
math according to the formula, you see that the value in the cells-alone column of Table 3-13 equals
the result of adding half the FastPacket value to the cell value in the cells plus FastPackets column.

When you use dspbusbw, ayes/no prompt asksif you want firmware to retrieve the usage values. If
you enter a“y,” the UXM reads—then clears—its registers and thus restarts statistics gathering. If
you enter an “n,” switch software displays the current values that reside in control card memory (on
the NPM). The values in memory come from the last update from the UXM.
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ATM Across a Public ATM Network

The UXM can support trunking across a public ATM network such that both virtual channel
connections (VCCs) and virtual path connections (VPCs) traverse asingle virtual path trunk. This
feature lets you map multiple trunksto asingle port of an NNI. The NNI connects to either a public
or private ATM network. The virtual trunk package is alower-cost alternative to leased circuits but
till has the full set of Cisco ATM traffic management capabilities. This application requires two
UXMs and a clock from an external source. The rates can be OC-3/STM-1, T3/E3, or TUVEL

Figure 3-10 UXMs Configured for a Public ATM Network

1 Cable A
ey |2 2] uxm |4 Fublic:
Trunh For nefuorh
3 3
£
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Note the following characteristics of this form of trunking across a public network:
® Thetrunk cannot provide the a clock for transport across the public network.
® Thisfeature does not support VPC connections across the public network.
® The node number at each endpoint must be 17 or higher.
Refer to Figure 3-10 as you read the steps for the following example set-up:
Step1  Connect a cable between each of the following:
¢ 8land9.1l
® 82and9.2
® 83and9.3
® 9.4 and the public network
Step 2  Configuretrunk 8.1, 8.2, and 8.3 to use VPC 101, 102, and 103 respectively.
Step 3 Add 3 VPC connectionsfrom 9.1, 9.2, and 9.3 to 9.4. At the far end, use the same VPCs.

Routing Over Cell Trunks Only

You can specify trunk cell routing only as an option when you add a connection between UXM, ASI,
or BXM ports. When you enabletrunk cell routing, switch software routes across only the cell-based
trunk cards BNI, BXM, and UXM: no conversion to FastPackets occurs on the route. If you disable
trunk cell routing, the routing process may select a FastPacket-based trunk and so decrement the
number of available gateway connections. Also, using a FastPacket-based trunk may result in
increased network delays. Therefore, enabling trunk cell routing is the preferred choice when you
add a connection at aBNI, BXM, or UXM.

If you add connections at other port cards, such asa UFM or ALM/A, switch software does not
display the trunk cell routing option.

3-26 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Universal Switching Module

Onthe CLI, theaddcon prompt for this option appearsas “trunk cell routing restrict y/n?” It appears
after you enter either the ATM class of service or after you finish specifying all the individual
bandwidth parameters that apply to the current connection type. You can specify whether the default
for trunk cell routing is“Yes” or “No” through the cnfnodepar m (superuser) command.

The UXM in Trunk Mode

The UXM trunk can communicate ATM cellsthat originated at an ATM endpoint or—through its
on-board gateway functionality—FastPacket-based traffic such as voice, data, and Frame Relay. A
UXM trunk can connect to the following trunk cards:

® UXM
® BXM

Types of Supported Traffic
As previoudly stated, the UXM trunk can connect to only another UXM trunk or aBXM trunk. On
the other hand, the types of traffic that traverse a UXM trunk can originate at ATM ports or other
types of ports. The types of traffic that acell on aUXM trunk can carry appear in Table 3-14 and
Table 3-15. Table 3-14 shows the supported traffic that terminates on ATM ports. Table 3-15 shows
the traffic typesthat ATM cells can carry where the payload originated as a FastPacket.

Table 3-14 Connections From ATM Endpoints

Connection Type
CBR.1

VBR.1, VBR.2,VBR.3
ABR with VSVD
ABR without VSVD
ABR with ForeSight
UBR.1, UBR.2

Table 3-15 Traffic From FastPacket-Based Cards

Traffic Type
Timestamped
Non-timestamped

Voice
Bursty data A
Bursty dataB

High priority
CBR, VBR, ABR
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Types of Connections on a UXM Trunk

This section introduces the connections that a UXM trunk supports. The context of each description
isthe trunk rather than the connection endpoints. The purpose of these descriptionsis not only to
inform but also help you plan the network. Some definitions overlap because a connection may
qualify as more than one type.

® A Cédl connection carries information that existsin ATM cell format throughout the path. On a
UXM trunk, therefore, the only cell connections are those that have originated on aUXM port at
one end and remain in cell format throughout the connection.

® A Gateway connection carries information that normally existsin ATM cell format but is
translated to FastPacket format for some purpose at some point along the path. Reason for the
tranglation could be that the connection terminates on a FastPacket-based card, is a network
connection, or includes a FastPacket-based trunk card in the route.

® A Networking connection carries network messages between nodes and terminate as FastPackets
(and therefore are also gateway connections).

® A User-connection is a connection that a user has added at the current node. User-connections
can be cell connections or gateway connections. User connections are mutually exclusive of via
connections and network connections.

® A \iaconnection passesthrough anode and does not terminate on the node. You can neither view
nor alter avia connection because the connection does not terminate on the node (the node that
owns the connection has made the via node and trunk a part of the route).

® An Interworking connection is a service or network interworking connection in which one end
terminates as ATM and the other as Frame Relay. Interworking connections are a subset of
gateway connections.

Operating as atrunk, the UXM carries up to 8000 connections. The card reserves 4000 cell
connections and 4000 gateway connections. A via connection can be either acell-typeor a

gateway-type.

Because network messages use gateway channels, they subtract from the total number of available
gateway connections. For each active port, the UXM reserves 270 gateway connections for
networking regardless of theinterface type. Therefore, with afully-utilized 8-E1 or 8-T1 back card,
the UXM reserves up to 2160 connections. Because these numbers potentially represent a very
significant reduction in the number of gateway connections for user-data, switch software lets you
specify amaximum number of active ports on the back card. The most applicable interfacesfor this
capability are the T1 and E1 ports, especially with Inverse Multiplexing Over ATM (IMA). See the
section “Inverse Multiplexing Over ATM” for the description of IMA.

You can specify the maximum number of logical trunks that can be active on a card through Cisco
WAN Manager or the CLI. The applicable CLI command is cnftrkport. For example, if you intend
an eight-port card to have two logical (IMA) trunks, you can use cnftrkport to specify a maximum
number of two trunks. Software would therefore reserve 540 connections for network messages
rather than the 2160 connections if you did not specify a maximum.

Inverse Multiplexing Over ATM

Inverse Multiplexing Over ATM (IMA) lets you group physical T1 or E1 linesto form alogical
trunk. A logical trunk consisting of more than one T1 or E1 line supports connectionswith datarates
that are much higher than the T1 or E1 rate. System software lets you specify IMA so that one or
more physical lines within the logical trunk can serve as abackup if aline fails.
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IMA characteristics are as follows:
® All physical ports of an IMA trunk use the same line configuration.
® Physical port numbers must be sequential.

® Thenode maintainsaset of retained linksfor the IMA trunk to keep it active: the IMA trunk does
not fail unlessthe number of active trunksislessthan the user-specified number of retained links.

® ThelMA trunk can provide a clock source or clock path (see cnftrk command). The first (the
lowest numbered) available physical lineisused. If thislinefails, the next available line within
the IMA provides the clock source or clock path.

® Full support for individual physical line alarms and statistics.
® Automatic link-disable option.

To specify the range of portsfor an IMA trunk, you can use either Cisco WAN Manager or the CLI.
To define an IMA trunk on the CL1, use the uptrk command in the following format:

uptrk <dlot>.<start_port>-<end_port>

For example, you could enter uptrk 8.1-4. Subsequently, you would refer to thislogical trunk by
using only the slot number and first port number—8.1 in this example—when you use other
commands, such as addtrk, deltrk, cnftrk, and so on. Commands for viewing IMA information
also include dspportstats, dspphysins, and dspphysinstathist.

When you configure an IMA trunk through Cisco WAN Manager or the cnftrk command, you enter
the number of retained links. The retained links is the number of ports that must remain active for
the IMA trunk itself to remain active. If aphysical line goes out of service yet the number of active
linesis at least as great as the retained links value, the IMA trunk remains active even though the
node goesinto major alarm. Also, the available load bandwidth is adjusted according to physical line
status, so the switch does not reroute connections after a line failure unless the used bandwidth
becomes greater than the available bandwidth.

With the Automatic Link Disable option, you can specify afailure transition rate that causes a
physical port within the logical trunk to acquire failed status. If a specified number of failures occur
within a specified time window, the physical line becomes inactive. After a user-specified wait
period passes, the node attemptsto re-activate the line and start another window for monitoring error
transitions. This option is available only if the number of retained linksis less than the number of
physical linesin the logical trunk.

Thetransmit and receiverate of an IMA trunk isthe sum of all physical linesminusthe IMA protocol
overhead. The overhead for up to four linesis one DSO. Using the previous IMA trunk example, the
maximum rates are as follows:

for trunk 8.1-4 (with T1 lines),
TX rate=Rxrate=24* 4 DS0s—1 DS0 = 95 DS0s

You could configure the line receive rate to be the maximum bandwidth allowed on this trunk:
total bandwidth = RX rate = 95 DSOs

However, if aphysical linefails (and the number of retained links are still active), the switch adjusts
the total bandwidth. Using the example IMA trunk consisting of four physical T1 lines:

total bandwidth is 95 DS0s—24 DS0s = 71 DS0s

Upon aphysical linefailure, connection rerouting may occur. The switch reroutes connectionsif the
used bandwidth is greater than the new, adjusted total bandwidth. The dsptrks command shows the
logical trunk’salarm status, and dspphysins shows status of the physical lines. When aphysical line
isrepaired, any failed connections are rerouted.
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To diminish the possibility of connection rerouting after aphysical linefailure, set the Line Receive
Rate to be at or below the aggregate rate for the retained links rather than the total number of lines
in the IMA trunk. You could, in the preceding example, configure the receive rate for 71 DS0s.

Activation and Configuration of a UXM in Trunk Mode

When you insert anew UXM into the backplane or apply power to the IGX node, UXM firmware
reports the card type and number of physical lines on the back card. Switch software can then
determine the allowed range and characteristics of trunks for you to configure. Software thus
prevents you from exceeding the maximum number of trunks on the switch as you activate them

through either Cisco WAN Manager or uptrk onthe CLI.

Table 3-16 shows the trunk characteristics you can configure for each interface type through either
Cisco WAN Manager or the cnftrk command on the CLI. Table 3-16 also shows the fixed

parameters.

Table 3-16 Configurable Trunk Characteristics

Interface Type Configurable Parameters

OC3(STM1)SMF, -«
EL, and MMF

HCS masking (on or off)

Payload scramble (on or off)

Céll (line) framing (STS/SONET or STM/SDH)
Frame scramble (on or off)

T3 .

HCS masking (on or off)

Payload scramble (on or off)

Cell (line) framing can be header error correction (HEC) or PLCP
Cable length (0255 feet or greater than 255 feet)

E3 .

HCS masking (on or off)

Payload scramble (on or off)

Cell (line) framing is fixed as header error Correction (HEC)
Cable length (0255 feet or greater than 255 feet)

T1 .

HCS masking (on or off)

Payload scramble (on or off)

Loop clock (enable/disable)

Line framing (ESF or D4)

Cable length (0655 feet, ABAM cable only)
Idle code

Line coding (fixed as B8ZS)

El .

HCS masking (on or off)
Payload scramble (on or off)

Line DSO map (timeslots 0-31 for unframed or 1-15 and 17-31 for framed format)

Loop clock
Idle code
Line coding (fixed as HDB3)

Receive line impedance (BNC fixed at 75 Ohms; DB15 fixed at 120 Ohmes)
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Alarms for Physical Lines and Logical Trunks

Variations exist in the way switch software supports alarms for physical linesand logical trunks for
atrunk-mode UXM. The following list summarizes the approach to physical lines and trunks:

® A UXM trunk is mapped to a physical line object.

® A physica (non-IMA) trunk is mapped one-to-one with a physical line.

® AnIMA trunk is mapped to more than one physical line.

® Alllinealarms (LOS, LOP, and so on) are reported as physical line alarms.

® Software reports other trunk alarms (such as communication failure, communication break, and
so on) astrunk alarmsin amanner similar to other, non-UXM trunk alarms.

® For non-IMA trunks, the alarm includes the physical line alarm.
® For IMA trunks, the trunk and physical line alarms are separate and distinct.

The physical layer trunk alarmsinclude LOS, LOF, AlS, Yel, LOP, Path AlS, and Path Yel. To view
these alarms, use the dspphysin command. When you execute dspphysin, any existing alarms
appear asthe physical line status. For atrunk with one physical line (such asan OC3 trunk or TI/E1
without IMA configured), the integrated alarm status is also shown by the dsptrks command.

You can enable the physical line statistical alarm on the CLI through the cnfphysinalm command.
You can display existing alarms through the dspphysinerrs command and clear the alarms through
the clrphyslnalm command.

Toenableor disablethe physical lineor trunk statistical alarms, use cnftrkalm command. To display
any outstanding alarms, use dstrkerrs. To clear the statistical alarms, use clrtrkalm.

To seethe physical lineand trunk statistical alarm typesthat apply to the UXM, enter the commands
for configuring the alarms.

In summary, the applicable commands are dspphysins, dspphysinerrs, clrphysinalm, cnflnalm,
dsptrks, dsptrkerrs, cnftrkalm, clrtrkalm, dspalms.

Trunk Statistics for Troubleshooting

In Release 9.2, switch software separates the UXM trunk statisticsinto physical statisticsand logical
statistics. (This separation is a deviation from other schemes for trunk statistics management.) The
commands in this section are useful primarily for troubleshooting.

The CLI commands cnfphyslnstats, dspphysinstatsenf, and dspphysinstathist apply to the
statistics for physical lineswithin an IMA trunk. You can enable the physical line statistics by using
cnfphyslnstats, display the configuration for statistics with dspphysinstatcnf, and display the
statistics themselves with dspphysinstathist.

Thelogical trunk statisticsincludes Qbin statistics, V1 statistics, and gateway statistics. To enable
statistics using the Cisco WAN Manager, you must use the TFTP mechanism. To configure the
logical trunk statistics through the CL1, use cnftrkstats. The dsptrkstatcnf command shows the
configuration of thetrunk statistics. To display thelogical trunk statistics, use dsptrkstathist. These
three commands primarily apply to debugging.

Software al so supports statistics for trunk ports. Use the dspportstats command to display these
statistics.

In summary, the following commands let you manage trunk statistics: cnfphysinstats, cnftrkstats,
dspphysinstatenf, dspphysinstathist, dsptrkstatenf, dsptrkstathist, and dspportstats.
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Summary Statistics

You can view summary statistics for aUXM trunk through Cisco WAN Manager or the CLI. The
CLI commands are dspportstats and dsptrkstats.

With dspportstats, you can view:
® Port statistics

® IMA dtatistics
® |ILMI/ILMI statistics

With dsptrkstats, you can view:
® Qbin statistics

® Gateway dtatistics

® Virtud interface statistics

UXM Interface Cards

This section provides basic information on the interface back cards for the UXM. The information
consists of ageneral description, anillustration of the card faceplate, and a table describing the
connectors and status LEDs. For details on the line technology of each type of interface, see the
appendix titled “ System Specifications.”

Note TheT1 and E1 back cards do not have Active and Fail LEDsto indicate card status (rather
than the port status indicated by the tri-color LEDs). If aT1 or E1 back card failure is detected, all
of thetri-color LEDs turn red.

The model numbers of the back cards and the order of their appearance are:
BC-UAI-4-155-MMF
BC-UAI-4-155-SMF
BC-UAI-4-155-EL1
BC-UAI-2-155-SMF
BC-UAI-6-T3
BC-UAI-3-T3
BC-UAI-8-T1-DB15
BC-UAI-4-T1-DB15
BC-UAI-6-E3
BC-UAI-3-E3
BC-UAI-8-E1-DB15
BC-UAI-8-E1-BNC
BC-UAI-4-E1-DB15
BC-UAI-4-E1-BNC

3-32 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



UXM Interface Cards

OC-3/STM1 Back Cards
The OC3/STM1 back cards for the UXM have the single-mode fiber (SMF) and multi-mode fiber

(MMF) connections. The cards are:

® BC-UAI-2-155-SMF

® BC-UAI-4-155-SMF

¢ BC-UAI-4-155-MMF

¢ BC-UAI-4-155-EL1

Asindicated by the “2” or the“4” in the model number, these cards have two or four transmit and
receive connectors. Each line hasatri-color LED whose color indicatesits status. Each card also has
ared Fail LED and agreen Active LED to indicate the status of the card. Table 3-17 lists the
connectors and LEDs. Figure 3-11 shows the four-port OC3/STM1 card. The SMF, EL1, and MMF

versions appear the same. Figure 3-12 shows the two-port OC3/STM1 card. For technical dataon
OC3/STM1 lines, see the appendix titled “ System Specifications.”

Table 3-17 Connectors and LEDs for SMF and MMF Back Cards
Connector/Indicator Function
Transmit and receive SC connector for SMF and MMF

Red (on the tri-color LED) Onindicates lineis active but alocal alarm was detected.

Yellow (on thetri-color LED) Onindicates lineis active but a remote alarm was detected.

Green (onthetri-color LED)  Onindicateslineis active.

Fail light (red) An error was detected. Reset the card with reseted f to clear it. If Fall
comes on again, call the TAC through Cisco Customer Engineering.

Active light (green) The card is active and in service.
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Figure 3-11 BC-UAI-4-155-SMF Faceplate
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Figure 3-12 BC-UAI-2-155-SMF Faceplate
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T3 Back Cards

The T3 back cards for the UXM are BC-UAI-6-T3 and BC-UAI-3-T3. These cards have six and

three pairs of BNC connectors, respectively. Each port hasatri-color LED whose color indicatesits
status. Each card also has ared Fail LED and agreen Active LED to indicate the status of the card.
Table 3-18 liststhe connectors and LEDs. Figure 3-13 show the six-port T3 card. Figure 3-14 shows

the three-port T3 card. For technical data on T3 lines, see the appendix titled “ System
Specifications.”
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Table 3-18 Connectors and LEDs for BC-UAI-6-T3 and BC-UAI-3-T3
Connectors/Indicator Function

Transmit jacks BNC connectors for transmit data.

Receive jacks BNC connectors for receive data.

Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.
Yellow (on the tri-color LED) Onindicates lineis active but a remote alarm was detected.
Green (on the tri-color LED) Onindicateslineis active.

Fail light (red) An error was detected. First, reset the card with reseted f. If Fail

comes on again, call the TAC through Cisco Customer Engineering.

Active light (green) The card is active and in service.

Figure 3-13 BC-UAI-6-T3 Faceplate
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Figure 3-14 BC-UAI-3-T3 Faceplate
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E3 Back Cards

The E3 back cards for the UXM are the six-port BC-UAI-6-E3 and the three-port BC-UAI-3-E3.
These cards have six and three pairs of connectors, respectively. Each line hasatri-color LED whose
color indicates its status. Each card also hasared Fail LED and agreen Active LED to indicate the
status of the card. Table 3-19 lists the connectors and LEDs. Figure 3-15 show the six-port card.

Figure 3-16 shows the three-port card. For technical data on E3 lines, see the appendix titled
“ System Specifications.”
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Table 3-19 Connectors and LEDs for BC-UAI-6-E3 and BC-UAI-3-E3
Connector/Indicator Function

Transmit Jack BNC connector for transmit data.

Receive Jack BNC connector for receive data.

Red (on the tri-color LED) Onindicateslineis active but aloca alarm was detected.

Yellow (on the tri-color LED) Onindicates lineis active but a remote alarm was detected.
Green (on the tri-color LED) Onindicateslineis active.

Fail light (red) An error was detected. Reset the card with reseted f to clear it. If

Fail comes on again, call the TAC through Customer Engineering.

Activelight (green) The card is active and in service.

Figure 3-15 BC-UAI-6-E3 Faceplate
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Figure 3-16 BC-UAI-3-E3 Faceplate
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T1 Back Cards
The T1 back cards for the UXM are BC-UAI-8-T1 and BC-UAI-4-T1. These cards have eight and
four DB15 lines, respectively. Each line hasatri-color LED whose color indicatesits status. If acard
failure occurs, al the LEDs turn red. Table 3-20 lists the connectors and LEDs. Figure 3-17 show
the eight-port T1 card. Figure 3-18 shows the four-port T1 card. For technical dataon T1 lines, see
the appendix titled “ System Specifications.”
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Table 3-20 Connectors and LEDs for BC-UAI-8-T1 and BC-UAI-4-T1
Connector/Indicator Function

Four or eight DB15s Each DB15 connector carries transmit and receive data.
Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.
Yellow (on the tri-color LED) Onindicates lineis active but aremote alarm was detected.
Green (on the tri-color LED) Onindicateslineis active.

Figure 3-17 BC-UAI-8-T1 Faceplate
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Figure 3-18 BC-UAI-4-T1 Faceplate
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E1 Back Cards
The E1 back cards for the UXM are;

® BC-UAI-8-E1-BNC
¢® BC-UAI-8-E1-DB15
® BC-UAI-4-E1-BNC
¢® BC-UAI-4-E1-DB15

Asthe model numbers indicate, the eight and four-port E1 cards can have either BNC or DB15
connectors. Each line has atri-color LED whose color indicatesits status. If acard failure occurson
the back card, all LEDs turn red. Table 3-21 lists the connectors and LEDs. Figure 3-19 show the
eight-port E1 card. Figure 3-20 shows the four-port T1 card. For technical dataon E1 lines, seethe
appendix titled “ System Specifications.”
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Table 3-21 Connectors and LEDs for BC-UAI-8-E1 and BC-UAI-4-E1
Connector/Indicator Function

Eight or four DB15 connectors Each DB15 connector carries transmit and receive data.
Eight or four pairs of BNC Each BNC connector carriestraffic in one direction.
connectors

Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.
Yellow (on the tri-color LED) Onindicates lineis active but a remote alarm was detected.
Green (on the tri-color LED) The card is active and in service.

Figure 3-19 BC-UAI-8-E1 DB15 Faceplate
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Figure 3-20 BC-UAI-8-E1 BNC Faceplate
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Figure 3-21 BC-UAI-4-E1 DB15 Faceplate
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Figure 3-22 BC-UAI-4-E1 BNC Faceplate
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Network Trunk Module (NTM)

The Network Trunk Module (NTM) enables FastPacket transmission on atrunk. NTM functions
include the following:

® Takes FastPackets off the Cellbus and places them in queues before transmission to the trunk
® Arbitrates access to the trunk for the traffic type

® Monitors the age of each timestamped FastPacket, updates the timestamp for FastPackets at
intermediate nodes, and discards FastPackets that exceed age limit

® Receives and checks FastPackets from the trunk and queues them for transmission to the Cellbus
® Provides packet alignment based on the CRC in the FastPacket header
® Extracts clocking from the trunk that can be used as a clock source on the node or as a clock path

® Collectstrunk usage statistics

Note TheNTM card existsin two forms. One uses an ACM 1 adaptor, and the other isasingle-card
or “native” version. They are functionally identical, but their firmware is not interchangeable. The
native NTM requires revision F or later firmware.

An NTM can occupy any available front service card slot in the range 3 to 32. The choice of back
card depends on the trunk interface type.

For fractional T1 trunk lines, the NTM and BC-T1 card set can provide the interface. A fractional
trunk interface uses a group of 64-Kbps channelsto create a partial T1 trunk. For example, a
512-Kbpsfractional T1 trunk might use every third channel among channels 1-24. The user makes
the channel assignments. For the clock rate, fractional trunks use the basic trunk frequency (such as
1.544 Mbpsfor T1).

Fractional E1 isthe same as fractional T1 except that the channels are 1-15 and 17-31 (0 and 16
reserved), and the clock rateis 2.048 Mbps.

The NTM supports subrate trunks if a BC-SR back card and appropriate local bus are present.
Subrate trunks interface to the transmission facility at rates in the range 256 Kbps—2.048 Mbps.
Three interface connections are possible: EIA/TIA-449, X.21, and V.35.

Y-Cable Redundancy for the NTM

You can configure the NTM for 1.1 redundancy by using a second, identical, card group in an
adjacent slot and a Y-cable to connect the card sets. All NTM back cards support redundancy.

NTM Status

Thefaceplate of the NTM hasfour LEDs. The first two in the following list apply to the NTM front
card. Each of the other two LEDs is a summary alarm for the back cards. Their significanceis:

® Thegreen Active LED indicates the NTM is active and functioning normally.
® Thered Fail LED indicatesan NTM card failure was detected.

® Theyedlow Minor LED indicates non-service-interrupting faults or stetistical errorsthat have
exceeded a preset threshold.

® Thered Major LED indicates a service-affecting failure was detected.
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For details on the significance of LEDs, see the Cisco IGX 8400 Series Installation manual.

Theaarmsand line conditions that the NTM monitorsinclude thosein the list that follows. To view
errors on atrunk, use the dsptrkerrs command. To see alist of the (user-specified) errors that
dsptrkerrs can display, use dsptrkstatcenf.

® E1CRC4errors

® T1Bipolar violations

® Near end and far end frame alarms
® Alarm Information Signal (AIS)

® Lossof signal (LOS)

® Linesignal frame sync losses

® Packet out of frame

T1 Interface Card (BC-T1)

The T1 Trunk Interface Card (BC-T1) card terminates asingle 1.544 Mbps T1 trunk line on the
NTM. The BC-T1 canresidein any rear slot 3-8in an IGX 8410, 3-16 of the IGX 8420, or 3-32 of
the IGX 8430. The BC-T1 connects directly to the NTM.

The BC-T1 provides the following:

® Trunk lineinterfacesto T1 trunks at 1.544 Mbps

® Software selectable AMI or B8ZS (bipolar 8 zero-suppress) line code

® Software selectable D4 or ESF (extended super-frame) framing format

® Configuration as either full or fractional T1 service

® Extraction of receive-timing from the input signal for use as the node timing
® Software selectable line buildout for cable lengths up to 655 feet

® Passes line event information to the front card

B8ZS supports clear channel operation because B8ZS eliminates the possibility of along string of
0s. B8ZS is preferable whenever available, especialy on trunks.

The BC-T1 supports two clock modes. The clock modes are normal clocking and loop timing. You
select the mode through software control. With normal clocking, the node uses the receive clock
from the network for the incoming data and supplies the transmit clock for outgoing data. The node
can use the receive clock to synchronize itself with the network.

With loop timing, the node uses the receive clock from the network for the incoming data and
redirects this receive clock to time the transmit data.

BC-T1 Faceplate Description

Figure 3-23 and Table 3-22 provide information on the faceplate of the BC-T1. When you correlate
the descriptions in the table with the callouts in the figure, read from the top of the table to the
bottom. The standard port connector is afemale DB15.
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Figure 3-23 BC-T1 Faceplate
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Table 3-22 BC-T1 Connections and Status LEDs

Connector/Indicator Function

T1INPUT/OUTPUT Female DB15 connector for T1 line.

LOS light (red) Indicates loss of signal at the local end.

Red alarm light (red) Indicates loss of local E1 frame alignment, or it indicates |oss of packet
alignment on the NTM.

Yellow alarm light (yellow) Indicates loss of frame alignment at remote end or loss of packet alignment
(NTM).

AlSlight (green) Indicates the presence of all ones on the line.

Fail light (red) Indicates an error occurred. First, reset the card with the resetcd f
command to clear the error. If the LED comes on again, contact the TAC
through Cisco Customer Engineering.

Active: light (green) Indicates the card isin service with active circuits.

3-48 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Network Trunk Module (NTM)

E1l Interface Back Card (BC-E1)

TheE1 Trunk Interface Card (BC-E1) providesan E1 trunk interface for the Network Trunk Module
(NTM). The BC-E1 connectsdirectly tothe NTM and canresidein any rear slot 3-8inan IGX 8410,
3-16inan IGX 8420, or 3-32 in an IGX 8430. The BC-E1 provides the following:

® |nterfacesto CEPT E1 lines (CCITT G.703 specification)
® Support for both Channel Associated Signalling and Common Channel Signalling

® Support for unframed 32 channel (2.048 Mbps), framed 31 (1.984 Mbps), or 30 (1.920 Mbps)
channel operation, or any n x 64 Kbps rate down to 256 Kbps

® Configuration of either full or fractional E1 lines
® CRC-4 error checking
® Support for HDB3 (clear channel operation on E1 lines) or AMI

® Passes E1 line events (Frameloss, Loss of signal, BPV, frame errors, CRC errors, CRC
synchronization loss, etc.) to the front card

® Detection of loss of packet sync when used with the NTM
® 120-ohm balanced or 75-ohm balanced or unbalanced physical interfaces

The BC-EL1 supports two clock modes. The clock modes are normal clocking and loop timing. You
select the mode through software control. With normal clocking, the node uses the receive clock
from the network for the incoming data and supplies the transmit clock for outgoing data. The node
can use the receive clock to synchronize itself with the network.

With loop timing, the node uses the receive clock from the network for the incoming data and
redirects this receive clock to time the transmit data.

Statistics are kept on most line errors and fault conditions, including the following:
® |Lossof signal

® Framesync loss

® Multi-frame sync loss

® CRCerrors

® Framesdlips

® Bipolar violations

® Frame bit errors

® AIS, al-1'sin channel 16 (CAS mode)

Figure 3-24 shows and Table 3-23 lists status L EDs and connections on the BC-E1 faceplate. When
you correlate the table and figure items, read from the top to the bottom.
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Figure 3-24 BC-E1 Faceplate
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Table 3-23 BC-E1 Connections and Status LEDs

Connector/Indicator Function

RX-TX Female DB15 connector for XMT and RCV EL.

RX BNC connector for receive E1 line.

X BNC connector for transmit E1 line.

LOS light (red) Indicates loss of signal at the local end.

Red alarm light Indicates loss of local frame alignment. On an NTM, Red indicates |oss of packet
alignment.

Yellow alarm light Indicatesloss of frame alignment at remote end. On an NTM, Yellow alarm indicates |oss of
packet alignment.

AlSlight (green) Indicates the presence of all oneson the line.

MFRA light (red) Indicates loss of multiframe alignment (E1 only).

MFYA light (yellow) Indicates |oss of multiframe at remote end (E1 only).

Fail light (red) Indicates an error. Reset the card with resetcd f. If the LED comes on again, call the TAC.

Active: light (green) Indicates the card isin service with active circuits.
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Subrate Interface Card (BC-SR)

The Back Card/Subrate (BC-SR) terminates subrate trunks on the NTM. A subrate trunk uses part
of the E1 or T1 bandwidth. The BC-SR typically functionsintail circuitsor wherelittletraffic exists.

A subrate trunk facility interface operates in DCE mode, and the subrate channel functions like a
synchronous data channel. Therefore, the IGX BC-SR always operatesin DTE mode. Only leased
lines are supported (no dial-up lines). Subrate trunks cannot pass clock signals between nodes. The
BC-SR provides the following:

Trunk line interfaces to subrate trunks

Trunk rates of: 256 Kbps, 384 Kbps, 512 Kbps, 768 Kbps, 1.024 Mbps, 1.536 Mbps, 1.920 Mbps,
2.048 Mbps

V.11/X.21, V.35, and EIA/TIA-449 interfaces
Synchronization of the trunk clocking with looped clock option (not applicable to X.21)
A limited set of EIA control leads monitored by the system

Figure 3-25 and Table 3-24 describe the BC-SR faceplate. When you correlate the figure and table,
read from the top down.

Table 3-25 lists the data signals and EIA leads supported by the subrate interface.
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Figure 3-25
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Table 3-24

BC-SR Faceplate

BC-SR Connections and Status LEDs

Connection/Indicator

Function

EIA/TIA-449 data connector

DB37 femal e connector

X.21 data connector

DB15 female connector.

V.35 data connector

34-pin female MRAC connector

LOS light (red)

Loss of signal at the local end.

Bad CLK light (red)

Loss of clock or clock out of range

Yellow aarm light (yellow)

Loss of packet alignment (NTM) or frame alignment at remote end

DSR light (green)

The DSR lead is high (ON)

DTR light (green)

The DTR lead is high (ON)

RXD light (green)

The receive data line shows activity

TXD light (green)

The transmit data line shows activity.

Fail light (red)

An error occurred. First, reset the card with reseted f. If the LED comeson
again, contact the Cisco TAC through Customer Engineering.

Active: light (green)

Thecard isin service and has active circuits.
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Table 3-25 Data and Control Leads Supported with BC-SR

Transmit Receive

Lead Name Interface Lead Name Interface
X Transmit data All RX Receive data All
RTS Request to Send V.35 CTS Clear to Send V.35
DTR/C DataTermina Ready  All DSR/I  Data Set Ready All
LL Local Loop EIA/TIA-422 DCD Data carrier select V.35
RL Remote L oop EIA/TIA-422 RI/IC  RingIncoming Call V.35
IS Terminal In Service EIA/TIA-422 ™ Test mode V.35
SS Select standby V.35 SB Standby indicator

SF Sig rate select Sl Signalling rate

Y1 Interface Back Card (BC-Y1)

TheBC-Y 1 back card provides a Japanese Y 1 trunk interface for an NTM. The BC-Y 1 canresidein
any rear slot 3-8inan IGX 8410, 3-16 inan IGX 8420, or 3-32inan 1GX 8430. The BC-Y 1 provides:

® Aninterfaceto Japanese“Y” Trunk (Y1) lines

® Support for Y1 Trunk formatted signalling

® Support for 24 channel, 1.544 Mbps operation

® Support for fractional rates
® Coded Mark Inversion (CMI) line coding

® Statisticsfor Y1 line events (loss of framing, loss of signal, framing errors, and so on.)

® Support for local and remote loopback at the Y 1 interface as well asthelocal bus interface for
fault isolation.

The BC-Y 1 supports two clock modes. These are normal clocking and loop timing. The system
operator selectsthe mode through software control. Normal clocking usesthe receive clock fromthe
network for incoming data and supplies the transmit clock for outgoing data. This clock can be used

to synchronize the node.

Loop timing uses the receive clock from the network for the incoming data and turns the receive
clock around for timing the transmit data.

Figure 3-26 and Table 3-26 provide descriptions of the BC-Y 1 status L EDs and connections on the
faceplate. When you correlate the items in the figure and table, read from the top to the bottom.

Processor and Trunk Cards 3-53



Network Trunk Module (NTM)

Figure 3-26
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Table 3-26 BC-Y1 Connections and Status LEDs
Connector/Indicator Function
Y 1 Trunk input/output DB15 connector for Y1 Trunk

Linein Y 1 trunk input line

Line out Y 1 trunk output line

RX MON BNC test connector for monitoring receive Y1 line
TX MON BNC test connector for monitoring transmit Y1 line

LOS light (red)

Indicates loss of signal at the local end.

Red alarm light (red)

Indicates loss of local frame alignment.

Yellow alarm light (yellow)

Indicates loss of frame alignment at the remote end.

AlSlight (green)

Indicates the presence of all oneson the line.

Fail light (red)

Indicates an error occurred. First, reset the card with reseted f. If the
LED comes on again, contact the TAC through Customer Engineering.

Active light (green)

The card isin service and has active circuits.

3-54 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Broadband Trunk Module (BTM)

Broadband Trunk Module (BTM)

The BTM card set provides an Asynchronous Transfer Mode (ATM) trunk interface. With aBTM,
the switch can use the standard ATM cell relay protocol on the line. The BTM has a maximum
throughput of 16 Mbps. Therefore, itstypical use isto have multiple T1 or E1 channelsup to a
maximum of 8 channels. The BTM’ scompatibility with T3/E3 trunks supports migration of the node
towards T3/E3 ratesin T1/E1 increments. In addition, the BTM supports optional E2 and HSSI
interfaces. The maximum E2 rateis 8 Mbps. A HSSI back card supports arate of 50.84 Mbps, so a
BTM with aHSSI back card can achieve aburst rate of up to 50.84 Mbps. Notethat the use of aHSS!
interface requires an external, inverse multiplexer that serves as a DCE and provides clocking.

TheBTM card set consistsof the BTM front card and either an AIT-T3, AIT-E3, AIT-E2, AIT-HSSI,
or BTI-E1 back card. The card set works in the following arrangements:

® |GX-to-IGX node (BTM-to-BTM)

® |GX-to-BPX communication over broadband ATM trunks (BNI)

® |GX-to-IPX node (BTM on the IGX to AIT on the IPX)

® |GX frame relay connections terminating on a Cisco MGX 8220 (using complex gateway)

LED Indicators and Alarms

The faceplate of the BTM has four LEDs. The Active LED indicates the card is active and
functioning. A BTM card failure triggers the Fail LED. The other two LEDs are a summary alarm
for the AIT back card conditions. A yellow Minor LED indicates either afault that does not interrupt
service or that error statistics have exceeded a preset threshold. A red Magjor LED indicates a
service-affecting failure. See Figure 3-27.

Maintenance and Troubleshooting

TheBTM card set requires no maintenance. If acard hasasolid or a(confirmed) intermittent failure,
replace it. The only indicators on the BTM faceplate are the Active and Fail LEDs. For purposes of
troubleshooting, you should view the BTM/AIT card set as atrunk. The tstcon command does not
work on aBTM because the card cannot be isolated from the IGX or the other, connected BTM.

A trunk loopback test runs when the BTM detects an integrated alarm. The loopback test verifiesif
theline or the card is faulty. A loopback test “ pass’ meansthat thelineisfaulty, and alineaarmis
indicated. A loopback test “fail” means that the card is faulty. In the case of afaulty card, a switch
to a Y-Cable equipped redundant card occurs if available.

Y-Cable Redundancy

TheBTM card set supports Y-cable redundancy on ATM trunksin IGX to IGX, IGX to IPX and IGX
to BPX applications. Y-cable redundancy requires that both cards are upped and added through
either Cisco WAN Manager or the CLI before you assign redundancy. The CLI commands are
uptrk, addtrk, and addyred. (In the Cisco WAN Switching Command Reference, see descriptions
of addyred, delyred, dspyred, and ptyred.)

Switchover to a Redundant BTM
If the card fails, aswitchover occursto a Y-cabled, redundant BTM trunk card set if oneisavailable.
If the switchover occurs, theprimary ATM trunk card acquiresfailed status, and thered Fail indicator
turns on. If Y-cable redundancy is not available and the failed trunk is the clock source, the node
switches to another clock source and marks the line as afailed clock source.
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Figure 3-27 BTM Faceplate
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Descriptions of BTM Back Cards

The back card provides the interface to the trunk line and performs all necessary CRC generation
and checking. The back card faceplate has six LEDs. They indicate the status of the port and various
alarm conditions. Refer to the back card figures and tables accompanying each card description for
details. The BTM back cards are as follows:

® AIT-T3, which hasasingle T3 port (maximum throughput 16 Mbps)
® AIT-E3, which has asingle E3 port (maximum throughput 16 Mbps)
® AIT-E2, which hasasingle E2 port

® AIT-HSSI, which carries aggregated T1 lines on a single connector
® BTI-E1, which hasasingle E1 port

AIT-T3 Back Card

The AIT -T3 back card has two BNC connectors and six LED indicators, as Figure 3-28 shows.
Table 3-27 liststhese facepl ate items. When you correl ate theitemsin the figure and tabl e, read from
the top.
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Figure 3-28 AIT-T3 Back Card Faceplate
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Table 3-27 AIT-T3 Connections and Indicators
Connector/Indicator Function
Transmit Jack BNC connector for transmit data.
Receive Jack BNC connector for receive data.
LOS light (red) Loss of signal at the local end.
Red alarm light (red) Loss of local T3 or E3 frame aignment or loss of cell alignment.
Yellow aarm light (yellow) Loss of frame alignment at remote end or loss of cell alignment.
AlSlight (green) All oneson theline.
Fail light (red) An error was detected. First, reset the card with reseted f. If the LED
comes on again, contact the TAC through Customer Engineering.
Active: light (green) The card isin service and has active circuits.
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BTI-E1 Back Card

TheBTI-E1 back card provides an E1 trunk interface for the BTM front card. It has unbalanced and
balanced connectors for line connections. In general, the functions of the BTI-E1 are to:

® Receive and transmit ATM cells

® Report trunk status to the front card
® Support loopbacks

® Support Y-cable redundancy

Thetablesin this section provide more detailed characteristics of the BTI-E1. Figure 3-29 showsthe
BTI-E1 faceplate. Table 3-28 describesthe connectors and status LEDs. Table 3-29 lists the general
E1 line characteristics of the BTI-E1. Table 3-30 liststhe ATM characteristics of the BTI-EL.
Table 3-31 lists the trunk parameters you can configure by using cnftrk.

Figure 3-29 BTI-E1 Back Card Faceplate
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Table 3-28 BTI-E1 Connections and Indicators

Connector/Indicator Function

DB15 120 Ohm DB15 connector for receive and transmit directions (bal anced).
Transmit Jack 75 Ohm, female BNC connector for transmit data (unbal anced).

Receive Jack 75 Ohm, female BNC connector for receive data (unbalanced).

LOS light (red) Loss of signal at the local end.

Red alarm light (red) Loss of local frame alignment or loss of cell alignment.

Yellow aarm light (yellow) Loss of frame alignment at remote end or loss of cell alignment.

AlSlight (green) Alarm Indication Signal, indicates all 1s received, also known asablue aarm.
Fail light (red) An error occurred. Reset the card with reseted f. If the LED comes on again,

call the TAC through Cisco Customer Engineering.

Active: light (green) The card isin service and has active circuits.

Table 3-29 shows the E1 line specifications for the BTI-E1. For amore detailed list of E1
characteristics, see the appendix titled “ System Specifications.”

Table 3-29 Line Specifications for the BTI-E1
Category Description
Linerate 2.048 Mbps, £ 50 bps per ITU-T G.703.

Signal characteristics Rz, Alternating Bipolar Pulses per G.703.

Maximum linelength  The maximum line length is 100 meters (328 feet).

Jitter Transmit output jitter, receivejitter tolerance, and jitter gain meet G.823.

Table 3-30 describes the ATM interface parameters for the BTI-EL.

Table 3-30 ATM Interface Specifications

Category Description

Interface types User-to-Network (UNI) per 1.361 specification or Cisco’s proprietary STI.
Datarate 2.048 Mbps +50 ppm.

ATM layer ATM direct cell mapping (ADM) per G.804.

Transmit cell rate Up to 4830 cells per second for complex gateway, unframed E1.

Up to 4679 cells per second for framed E1.

Recelve FastPacket rate Up to 10538 packets per second for complex gateway, unframed E1.
Up to 10208 packets per second for complex gateway, framed E1

Adaptation layer AALS5
PV Cs per card Upto 255
Traffic queues CBR, VBR, and ABR

The cnftrk command lets you configure parameters for the interface provided by the BTI-E1.
Table 3-31 shows the particular ranges and defaults for the BTI-EL.
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Table 3-31 BTI-E1 Configuration
Parameter Possible Values and the Default
Clock mode The clock mode for the BTI-E1 is always normal. Pass sync default is Yes.

Framing format

Unframed, basic frame, or CRC-4 multi-frame per G.704 and G.706.

DS-0 mapping

Full E1 or fractional E1 in any combination up to 32 timeslots.

Line code

Framed E1: AMI or HDB3. Unframed E1: HDB3 only. Default: HDB3.

Idle code format

Any 8-hit pattern. The default is 7F hex.

Payload scramble

Can be Yes or No. The default is Yes.

Restrict PCC traffic

Can be Yes or No. The default is No.

Statistical reserve

The statistical reserve isin packets per second. The default is 600 pps.

Header format STI (Cisco proprietary) or UNI (User-Network Interface). The default is STI

VPl address 0-255 (Virtual Path Address for UNI mode).

VCI address 0-2, 565535 (Virtual Circuit Address for UNI mode)

Gateway header type BAM, SAM, or CAM (BPX addressing mode, simple addressing mode, or
cloud addressing mode). The default is BAM.

Link type Terrestrial or satellite. The connection route restriction algorithm usesthe link
type. The default isterrestrial.

HCS masking Always Yes. The HCS is masked with hexadecimal AA to improve the
reliability of cell delineation.

End supp BData Always Yes.

End supp FST Always Yes.

AIT-HSSI Back Card
The AIT-HSSI back card suppliesasingle HSSI interface to the AIT trunk. For itsimplementation,
the AIT-HSSI requires an external DSU such as an inverse mux or afractional T3 DSU. Figure 3-30
shows the faceplate of the AIT-HSSI. The HSSI connector has 50 pins.

Therangeof bit ratesfor the AIT-HSSI onaBTM is4 Mbpsto 16 Mbps. Therange of ratesisacross
aggregated T1 channels. The command that configuresthe rateis cnftrk. The dsptrkenf command
displays the existing parameters for atrunk. For specifications on HSSI, see the appendix titled
“System Specifications.”
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Figure 3-30 AIT-HSSI Faceplate
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AIT-E2 Back Card

The AIT-E2 back card supplies asingle E2 interface to the 16-Mbps BTM front card. The line rate
is8.448 Mbps. The AIT-E2 operates between only Cisco WAN switches, so it does not support a
UNI interface. For specifications on this E2 line, see the appendix titled “ System Specifications.”
Figure 3-31 shows the AIT-E2 faceplate.
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Figure 3-31 AIT-E2 Faceplate
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ATM Line Module B (ALM/B)

The ATM Line Module B (ALM/B) card set provides atrunk with afull T3 or E3 rate. Back cards
for the ALM/B arethe BC-UAI-1T3 and the BC-UAI-1E3. They support either asingle T3 trunk or
asingle E3 trunk. For characteristics of T3 and E3 trunks, see the appendix titled “ System
Specifications.” For information on how to bring up an ALM/B trunk, refer to the Cisco 1GX 8400
Series Installation manual. Figure 3-32 illustrates an ATM cloud using the ALM/B.

ALM/B Features

The ALM/B supports the following:

An aggregate throughput of 45 Mbps

STI or NNI cell header format

Buffer capacity of 65535 cells

Support for all connection classes

1771 complex gateway (CGW) connections
Optional Y-cable redundancy

The ALM/B card set consists of the ALM/B front card and either aBC-UAI-1T3 or aBC-UAI-1E3.
The card set worksin the following arrangements:

IGX-to-1GX node (ALM/B-to-ALM/B or ALM/B-to-BTM)

IGX-to-BPX communication over broadband ATM trunks (BNI)

|GX-to-1PX node (ALM/B on the IGX to AIT on the IPX)

IGX frame relay connections terminating on a Cisco MGX 8220 (complex gateway)
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Figure 3-32 ALM/Bs in a Network
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Operating Modes

On aper-connection basis, the ALM/B operatesin either simple gateway or complex gateway mode.
Complex gateway supports network interworking. For adescription of tiered networks, trunks, ATM
protocols, and cell and header formats, refer to the Cisco System Overview.

The simple gateway loads 24-byte FastPacket cellsinto ATM cellsin ways that are consistent with
each application. (Each of the two FastPackets |oaded into the ATM cell isloaded in its entirety,
including the FastPacket header). For example, two FastPackets can be loaded into one ATM cdll if
both FastPackets have the same destination.

Complex gateway is supported by streaming the framerelay datainto ATM cells, cell after cell, until
the frame has been completely transmitted. Since only the data from the FastPacket is |oaded, the
Complex gateway is an efficient transmission mechanism. Additionally, discard eligibility
information carried by the frame relay bit is mapped to the ATM cell CLP bit, and vice versa.

Maintenance and Troubleshooting

The ALM/B card set requires no maintenance. If an ALM/B card set has either asolid or an
intermittent but confirmed failure, replace it. The only indicators on the ALM/B faceplate are the
Active and Fail LEDs. For purposes of troubleshooting, you should view the ALM/B card set asa
trunk. The tstcon command does not work on an ALM/B because the card cannot be isolated from
the IGX or the other, connected trunk card set.

A trunk loopback test executes when the ALM/B detects an integrated alarm. The loopback test
determinesif the line or the card isfaulty. A loopback test “pass’ meansthelineisfaulty, so aline
aarmisflagged. A loopback test “fail” meansthe card isfaulty. If acard isfaulty and a Y-cabled
secondary is available, a switch to the secondary card occurs.
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LED Indicators and Alarms

The faceplate of the ALM/B has four LEDs. See Figure 3-33.The Active LED indicates the card is
active and functioning. An ALM/B card failure triggers the Fail LED. The other two LEDs are a
summary alarm for the back card conditions. A yellow Minor LED indicates either afault that does
not interrupt service or that error statistics have exceeded a preset threshold. A red Maor LED
indicates a service-affecting failure.

Y-Cable Redundancy

The ALM/B card set supports Y-cable redundancy on ATM trunksin IGX-to-IGX, IGX-to-IPX and
IGX-to-BPX applications. (In the Cisco WAN Switching Command Reference, see descriptions of
addyred, delyred, dspyred, and ptyred.)

Y-cable redundancy requires that both cards are upped (uptrk) and added (addtrk) before you
assign redundancy with the addyred command.

Switchover to a Redundant ALM/B

If the card fails, a switchover occurs to a Y-cabled, redundant ALM/B trunk card set if oneis
available. If the switchover occurs, the primary ATM trunk card acquires failed status, and the red
Fail indicator turns on. If Y-cable redundancy is not available, the ATM trunk switches to another
clock source and marks the line as afailed clock source.
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Figure 3-33 ALM/B Faceplate
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Interface Back Cards for the ALM/B

The back card provides the interface to the trunk line and performs all necessary CRC generation
and checking. The following are the ALM/B back cards:

® Back Card/Universal ATM Interface T3 (BC-UAI-1T3)
® Back Card/Universal ATM Interface E3 (BC-UAI-1E3)

Thetrunk ports consist of one BNC connector for transmit data and one BNC connector for receive
data. The back card faceplate has six LED indicators. The LEDs indicate the status of the port and
various alarm conditions. See Figure 3-34 and Table 3-32 for details on the T3 card and Figure 3-35
and Table 3-33 for details on the E3 card. Correlate itemsin each figure and table as you read from
the top down. For technical specifications on T3 and E3 lines, see the appendix titled “ System
Specifications.”
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Figure 3-34 BC-UAI-1T3 Faceplate
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Table 3-32 BC-UAI-1T3 Connections and Indicators
Connector/Indicator Function

Transmit jack

BNC connector for transmit data.

Receive jack

BNC connector for receive data.

LOS light (red)

Loss of signal at the local end.

Red alarm light (red)

Loss of local T3 or E3 frame aignment or loss of cell alignment.

Yellow aarm light (yellow)

Loss of frame alignment at remote end or loss of cell alignment.

AlSlight (green)

All oneson theline.

Fail light (red)

An error was detected. First, reset the card with reseted f. If the LED
comes on again, contact the TAC through Cisco Customer Engineering.

Activelight (green)

The card isin service and has active circuits.
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Figure 3-35 BC-UAI-1E3 Faceplate
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Table 3-33 BC-UAI-1E3 Connections and Indicators
Connector/Indicator Function
Transmit Jack BNC connector for transmit data.
Receive Jack BNC connector for receive data.
LOS light (red) Loss of signal at the local end.
Red alarm light (red) Loss of local T3 or E3 frame alignment or loss of cell alignment.
Yellow alarm light (yellow) Loss of frame alignment at remote end or loss of cell alignment.
AlSlight (green) All oneson theline.
Fail light (red) An error was detected. (Reset the card with reseted f. If the LED comes on

again, contact the TAC through Cisco Customer Engineering.)

Active: light (green) The card isin service and has active circuits.
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CHAPTER 4

Line Interface Cards

This chapter describes the hardware and related functions for each line card in an IGX node. The
description of each card includes:

® Function
® System interconnect
® Faceplateindicators

A brief description of optional peripherals and third-party equipment appears at the end of the
chapter. For system specifications, such as protocols and standards, refer to Appendix A.

For all mattersrelating to installation, troubleshooting, user-commands, and repair and replacement,
refer to the Cisco IGX 8400 Series Installation and Configuration publication.

Other manuals that relate to IGX operation are:

® The Cisco WAN Switching Command Reference publication and the Cisco SuperUser Command
Reference publication describe standard user commands and superuser commands.

® The Cisco System Overview publication contains general Cisco network information.

® The Cisco WAN Manager Operations publication and the Cisco WAN Manager Installation
publication both contain information on Cisco network management.

Line Card Groups

This chapter introduces each of the following line card groups:
® ATM UNI Card Group

® Voice Card Group

® Frame Relay Card Group

® Seria Data Card Group
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List of IGX Cards

Table 4-1 lists the front cards that operate in an IGX switch. Table 4-2 liststhe ATM UNI interface
cards, and Table 4-3 liststhe interface cards for all other transport types that an 1GX node supports.

In addition to the native front and back cards, an IGX switch can use existing IPX 16/32 service
module cards in conjunction with an Adapter Card Module (ACM). The ACM cards connect to IPX
16/32 front cards and perform the adaptation necessary to allow |PX cardsto operatein an |GX node.
Note that this IPX upgrade feature cannot utilize IPX 8-specific cards. Beyond this limitation, IPX
back cards can operate in an IGX system without modifications.

Table 4-1 Front Cards

interface Type,

Card Acronym Card Name

ATM UNI

UXM Universal Transmission Module

ALM/A ATM Line Module, Model A

Voice

UvM Universal Voice Module

CVM-ADPCM Channelized Voice Module, ADPCM

CVM-T1 Channelized Voice Module, T1

CVM-E1 Channelized Voice Module, E1

Frame Relay

UFM-4C Universal Frame Module-Channelized (supports 4 lines on back card)
UFM-8C Universal Frame Module-Channelized (supports 8 lines on back card)
UFM-U Universal Frame Module-Unchannelized (for HSSI, V.35, or X.21)
FRM Frame Relay Module, unchannelized, V.35/X.21

FRM-2 Frame Relay Module, Port Concentrator only

FRM-31 Frame Relay Module, channelized, with 31 channels

Serial Data

HDM High-speed Serial Data Module

LDM Low-speed Serial Data Module

Access Device

FT™M

Frame Trunk Module
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Table 4-2 ATM UNI Back Cards

Card Acronym

Card Name

UXM ATM UNI

BC-UAI-4-155-MMF

4-port Multi-Mode Fiber 155 Mbps

BC-UAI-4-155-SMF

4-port Single Mode Fiber 155 Mbps

BC-UAI-2-155-SMF

2-port Single Mode Fiber 155 Mbps

BC-UAI-6-T3 6-port T3 back card
BC-UAI-3-T3 3-port T3 back card
BC-UAI-6-E3 6-port E3 back card
BC-UAI-3-E3 3-port E3 back card

BC-UAI-8-T1-DB15

8-port T1 back card with DB15 connector

BC-UAI-8-E1-DB15

8-port E1 back card with DB15 connector

BC-UAI-8-E1-BNC

8-port E1 back card with BNC connector

BC-UAI-4-T1-DB15

4-port T1 back card with DB15 connector

BC-UAI-4-E1-DB15

8-port E1 back card with DB15 connector

BC-UAI-4-E1-BNC

4-port E1 back card with BNC connector

ALM/A

BC-UAI-1T3

Universal ATM Interface T3 Back Card

BC-UAI-1E3

Universal ATM Interface E3 Back Card
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Table 4-3 Voice, Frame Relay, Data, and Access Device Interface Cards
Interface Type, Card

Acronym Card Name

Voice

BC-UVI-2TIEC Universal Voice Interface T1 Card
BC-UVI-2E1EC Universal Voice Interface E1 Card
BC-UVI-2J1EC Universal Voice Interface J1 Card
BC-E1 E1 Interface Card

BC-T1 T1 Interface Card

BC-Y1 Y1 Trunk Interface Card

BC-J1 J1 User (Circuit) Interface Card
BC-SR Subrate Trunk Interface Card

Frame Relay

UFI-8T1-DB15 Universal Frame Interface 8 T1 Card (with DB15 connectors)

UFI-8E1-DB15 Universal Frame Interface 8 E1 Card (with DB15 connectors)

UFI-8E1-BNC Universal Frame Interface 8 E1 Card (with BNC connectors)

UFI-4HSSI Universal Frame Interface 4 HSSI (supports 4 HSSI lines)

UFI-12V.35 Universal Frame Interface 12 V.35 (supports 12 V.35 lines)

UFI-12X.21 Universal Frame Interface 12 X.21 (supports 12 X.21 lines)

FRI-T1 Frame Relay Interface Card (supports T1)

FRI-E1 Frame Relay Interface Card (supports E1)

FRI-V.35 Frame Relay Interface Card (supports V.35)

FRI-X.21 Frame Relay Interface Card (supports X.21)

Data

SDI Synchronous Data Interface: EIA/TIA-232C, EIA/TIA-232D,
EIA/TIA-422/449, X.21, V.24, and V.35

LDI Low-Speed Data Interface: EIA/TIA-232C/D, 4-port, 8-port

V.24, 4-Port, 8-Port

Access Device

FPC

Frame Port Card

Note EIA/TIA-232 and EIA/TIA-449 existed as recommended standards RS-232 and RS-449
before the Electronics Industries Association (EIA) and Telecommunications Industry Association
(T1A) accepted them as standards.

Common Alarms, Controls, and Indicators

Front cards and back cards have faceplates with indicator LEDs and, on some front cards,
push-button controls. In addition, back card faceplates have cable connectors. In slotswhere no back
card exists, a blank faceplate must reside to contain Electromagnetic Interference (EMI) and Radio
Frequency Interference (RFI) and to ensure correct air flow.
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The LED indicators are on the front and back card faceplates. Each plug-in card has both a green
Active LED and ared Fail LED at the bottom of the faceplate. In general, the meaning of each LED
isindicated in Table 4-4. Some other cards have additional indicators, connectors, or controls, which
the appropriate sections describe.

Table 4-4 Common Card Status Indicators

Indicators Status Meaning

Fail ON Steady Indicates an error occurred. Reset the card with the reseted f
command. If the LED comes on again, call the TAC.

Fail Blinking On an NPM in aredundant system, this combination indicates that
the card is being updated.

Active ON steady When steadily on, this combination indicates the card is active and
carrying traffic or processing data.

Active ON momentarily When momentarily on, indicates the card executed a self-test.

both OFF Indicates the card part of aredundant pair and isin the standby

mode or not being used at al.

both ON Indicates the card failed but remains active because no standby card
isavailable. In the case of an HDM or LDM card, this could
indicate that one or more of the data channels failed, but the others
are ftill active.

Adapter Cards

Cisco can upgrade IPX service/interface cards for usein an IGX node. Thisalowsthe IGX nodeto
provide all the services of the IPX with cards of proven efficiency, functionality, and reliability. The
upgradeisavailable only asafactory upgrade. Thefactory upgrade consists of an adding one of three
possible Adapter Card Modules (ACM) and possible firmware or hardware modifications. Due to
the complexity of the ACM, field upgrades of IPX cards are not possible.

Connecting IPX front cardsto their corresponding back cards on the IPX requiresthe use of autility
or local bus. On upgraded IPX cards (IGX cards), the local or utility busis not necessary.

Thefollowing IPX cards can be adapted for use in the IGX node:
® NTC

* AIT

® CDP

®* FRP

* FIC

® SDP

® LDP

®* ARC
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Universal Switching Module
This description of the Universal Switching Module (UXM) covers the following topics:

® Anintroduction includes sections on the UXM mode of operation, trunk-mode features, interface
card list, card redundancy, card mismatch, clock sourcing, Cellbus bandwidth usage,
configuration for public ATM network service, and configuration for cell trunk-only routes

® Supported traffic and connection types

® |Inverse Multiplexing Over ATM (IMA)

¢ Activation and configuration of a UXM for trunk-mode operation
® Supported traffic and connection types

® Alarmsfor physical linesand logical (IMA) trunks

® Descriptions of the faceplates on the back cards

The Universal Switching Module (UXM) can function in one of two modes. In port mode, the UXM
servesaseither an ATM User-to-Network Interface (UNI) or aNetwork-to-Network (NNI) interface.
In trunk mode, the UXM supports trunks in the network. The back cards support multiple ports
operating at OC3/STM-1, T3, E3, T1, or El rates.

Note Theword “port” hastwo usesin a Cisco WAN switch. “Port mode” refersto the function of
an interface at the edge of a network—the endpoint at which you add connections (UNI) or the
interface between two networks (NNI). Examples of port cards are the UVM, UFM, ALM/A, and
port-mode UXM in an IGX switch or an ASI in aBPX switch.

On the other hand, a*“port” is also alayer of logical functionality that appliesto port cards as well
astrunk cards. For example, whether you activate aline to arouter or activate an ATM trunk to the
network, you must subsequently configure the logical port in either case.

For aUXM, therefore, the documentation describesalogical “port” on aport-mode UXM for aUNI
or NNI at the edge of a network, yet it also refersto a“port on aUXM trunk” as alayer of logic.

Introduction to the UXM Port Mode

The UXM can transport ATM cellsto and from the Cellbus at a maximum rate of 310 Mbpsin either
direction. The UXM can support up to 4000 connectionsin port mode. A connection on a port can
be either a cell-forwarding connection or a complex gateway connection.

The UXM communicatesonly ATM cellsto either the network or the CPE. On the Cellbus, however,
the UXM communicateseither ATM cells or FastPackets. With another UXM, it communicatesonly
in ATM cells. With other cards, the UXM communicates in FastPackets. Through its gateway
functionality, the UXM translates between FastPacketsand ATM cellsso it can transport voice, data,
or Frame Relay traffic that other cards have put in FastPackets.

Determining the UXM’s Mode of Operation
The UXM reports the mode of the card to switch software when you first activate either alineto the
UNI or NNI side or atrunk to the network. If you activate aline, the UXM goes into port mode. If
you activate atrunk, the UXM goes into trunk mode. The command line interface (CLI) commands
for these operations are upln and uptrk, respectively. (The UXM description in this chapter lists
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important information about the commands that apply to the UXM, but the order of their use appears
in the Cisco IGX 8400 Series Installation guide. For a detailed description of each command and its
parameters, see the Cisco WAN Switching Command Reference.)

Example Networks With UXMs
Networks with both trunk mode and port mode UXMs appear in Figure 4-1 and Figure 4-2,
respectively. The nodesin Figure 4-1 use only UXMsfor port interfaces and trunk interfaces.
Figure 4-2 shows a variety of cards providing interfaces for different traffic types.

The network carrying only ATM traffic appearsin Figure 4-1. Each UXM trunk card in Figure 4-1
connectsto either another UXM trunk card or aBXM operating asatrunk. The ATM UNI portsare
the UXM port cards (for connection A), the BXM operating in port mode (for connection B), the
ASI (for connection C), and the BXM feeder trunk (for connection D). Connection D isa
two-segment connection. One segment of connection D exists between the BNM and AUSM on the
Cisco MGX 8220 shelf, and the other segment exists between the BXM and the UXM UNI port.

Figure 4-1 UXMs in a Network With Pure ATM Traffic
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A network with ATM traffic and FastPacket-based traffic appearsin Figure 4-2. Connections A and
B are ATM connectionsthat terminate on UXM UNI port cardsand aBXM operating asaUNI port.
Connection C is a Frame Relay connection between a UFM and an FRM. Connection D isavoice
connection between a CVM and CDP. Connection E isalocal connection between a UFM and a
UXM UNI port (thus terminating on the same node). For connections C-E, the gateway function of
the UXM packs and unpacks the FastPackets into and out of the ATM cells.
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Figure 4-2 UXMs in a Network With Heterogeneous Traffic
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UXM Features

The following list broadly identifies the features of the UXM. After the bulleted list, the remaining
sections of thisintroduction contain tables that list the features on particular topics, such as
interworking. Actual descriptions of the features appear in the section titted “ The UXM in UNI/NNI

Port Mode.”

® The UXM usesal four lanes of the Cellbus.

® The UXM port card supports up to 4000 connections.
®* Atthe ATM UNI, the UXM supports the connection types CBR, VBR, ABR, and UBR. The

section titled “The UXM in UNI/NNI Port Mode” provides the details.

®  The maximum throughput is 310 Mbps—two times the OC3 (STM-1) rate. This maximum
applies whether the back card isa2-port or 4-port back card. The 4-port OC3 back card permits

over-subscription.

® For each connection on aUXM port, adual leaky bucket scheme policesthe traffic. Trunk mode

does not use dual-leaky bucket policing.

® The UXM supports ATM-to-Frame Relay network and service interworking.
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® For the ABR connection types, the UXM supports EFCI marking, Explicit Rate Stamping, and
Virtual Source/Virtual Destination (VS/VD).

® For each VC, the UXM supports arbitrary assignments for VPISVClIs.
® The UXM supports Y-cable redundancy with hot standby for very fast switchover.
® Thefront card has 128K cell buffers.

® For statistics support, the UXM provides real-time statistics counters and interval statistics
collection for ports, lines, trunks and channels.

® For optimal buffer management, the UXM supports dynamic per-VC and per-VI thresholds.
® The on-board diagnostics are |oopback, self-test, and background.
® You can specify that the node route a connection over only ATM cell trunks (UXM or BXM).

Interfaces for the UXM

Table 4-5isalist of the UXM back cards. Figure 4-3 showsthe UXM front card. Table 4-6 defines
all possible combinations for the states of the front card status LEDs (Fail, Active, and Standby).

Table 4-5 Interface Back Cards for the UXM

Card Name Card Description
BC-UAI-4-155-MMF 4-port Multi-Mode Fiber 155 Mbps
BC-UAI-4-155-SMF 4-port Single Mode Fiber 155 Mbps
BC-UAI-2-155-SMF 2-port Single Mode Fiber 155 Mbps
BC-UAI-6-T3 6-port T3 back card

BC-UAI-3-T3 3-port T3 back card

BC-UAI-6-E3 6-port E3 back card

BC-UAI-3-E3 3-port E3 back card

BC-UAI-8-T1-DB15 8-port T1 back card with DB15 connector
BC-UAI-8-E1-DB15 8-port E1 back card with DB15 connector
BC-UAI-8-E1-BNC 8-port E1 back card with BNC connector
BC-UAI-4-T1-DB15 4-port T1 back card with DB15 connector
BC-UAI-4-E1-DB15 8-port E1 back card with DB15 connector
BC-UAI-4-E1-BNC 4-port E1 back card with BNC connector
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Figure 4-3 UXM Front Card

i

n-af—— Mircr
l:— Mizjor
*af— Fail

- TR e
¥ o —— Standby

U

HH &

4-10 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



Universal Switching Module

Table 4-6 UXM Status LEDs

Fail Active Standby Status of Card

On Off Off Failed

Blinking Blinking Off Back Card Mismatch (hot standby)
Blinking On Off Back Card Mismatch (active)—can be missing back card
Blinking Off Blinking Back Card Mismatch (self-test)
Blinking Off On Back Card Mismatch (standby)
Off Blinking Off Hot Standby

Off On Off Active

Off Off Blinking Self-test

Off Off On Standby

On On On Down

Maximum Number of UXMs

Switch software limits the number of logical trunks and ports on an IGX switch. The maximum
number of UNI or NNI portsin an IGX switch is 64. The maximum number of logical trunksis 32.
To determine the number of each logical type in the switch, add the number of ports on multiport
cards and single-port cards. These sums cannot exceed 64 ports and 32 trunks. For example, using
exclusively 2-port OC3 trunks, you could install:

16 OC3 UXMs=32 trunks/ 2 trunks per card

Switch software monitors the number of logical ports and trunks, not the number of UXMs.
Therefore, the software keeps you from activating an excessive number of lines or trunks on the node
rather than flagging the presence of too many cards.

Y-Cabled UXM Redundancy
The UXM features hot standby as a part of its Y-cable redundancy capability. With hot standby, the
redundant card receives the configuration information as soon as you finish specifying redundancy.
The standby card also receives updates to its configuration as the active card configuration changes.
Hot standby lets the backup card go into operation as soon as necessary rather than waiting for the
NPM to download the configuration

Y-cable redundancy requires that both cards are active and avail able before you set up redundancy.
Use Cisco WAN Manager or the CLI commands upln, then addyred. (See a so descriptions of
addyred, delyred, dspyred, and prtyred in the Cisco WAN Switching Command Reference
publication).

Switchover to a Redundant UXM

If the card fails, a switchover occursto a Y-cabled, redundant UXM card set if available. If the
switchover occurs, the primary UXM acquires failed status, and the Fail LED turns on.
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Card Mismatch

The UXM supports two types of card mismatch notification. The notification common to all cards
occurs when you connect an unsupported back card to the front card. The mismatch notification
unique to the UXM occurs if you attach a supported back card but one that has a different interface
or asmaller number of the correct line types than what firmware previously reported to software.

The UXM informs switch software of the number and type of interface portswhen you first activate
the card. Software retains the back card configuration dataif you remove a back card. If you
subsequently attach acard with fewer ports, switch software flags amismatch. Replacing aback card
with more ports of the same line type or exchanging SMF and MMF OC3 (STM-1) cardsis not a
mismatch. To change the interface that software has on record, you must first down the card then
re-activate it. To read how to down a card, see the Cisco IGX 8400 Series Installation and
Configuration publication

Traffic Management Features
Table 4-7 isalist of the traffic management features of the UXM.

Table 4-7

Traffic Management Features

Card Mode

Supported Management Technology

UNI/NNI Port and
Trunk

Traffic classes are CBR, VBR, ABR, and UBR as well as ATM-to-Frame Relay
service interworking (SIW) and network interworking (NIW).

Trunk Additional traffic classes are FastPacket-based or interworked connections:
high-priority, time-stamped, non time-stamped, bursty data A, bursty data B.

UNI/NNI Port PCR-linked policing of ABR connections.

UNI/NNI Port Frame-based GCRA policing on AAL5VCs.

UNI/NNI Port and
Trunk

Partial packet discard (or tail packet drop) and early packet discard for AAL5 VCs.

UNI/NNI Port

ABR options:
» End-to-end (ABR loop end-to-end) but without VS/VD
* VSVD segmented ABR within anetwork and ABR on external segments

* VS/VD segmented ABR within anetwork and UBR or VBR on external
segments

 ForeSight within a network and UBR or VBR on external segments
 ForeSight within a network and ABR on external segments

UNI/NNI Port

Per-V C queuing for ABR or UBR connections.

UNI/NNI Port

Per-V C queuing for statistics for al connection types.

UNI/NNI Port

User-configurable, per-V C congestion thresholds.

UNI/NNI Port and
Trunk

User-configurable, per-Qbin congestion thresholds.

UNI/NNI Port

EFCI, Relative Rate, or Explicit Rate control options for an ABR connection—if
the ABR control loop does not terminate at the connection endpoints.

The UXM as a Clock Source

A UXM lineor trunk can provide the clock for the node. Use the dspclksrcs command to display
available clock sources, dspcur clk to show the current clock source, and cnfclksr ¢ to specify anew
clock source. To clear clock alarms, use clr clkalm.
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Cellbus Bandwidth Usage

The Cellbus consists of four operational lanes plus one backup lane. (The backup lane becomes
active if alane fails.) The FastPacket-based cards can use only one lane and communicate only in
FastPackets. If a FastPacket-based card controls the Cellbus, no ATM cells can be on the Cellbus.

When the UXM has control of the Cellbus, it can pass any of the following:

® ATM cellsonal lanes (for example, with a daxcon between UXMs or when one UXM
communicates with another UXM in the same switch)

® FastPackets on lane 1 simultaneously with ATM cells on lanes 24
® FastPackets on lane 1

Switch software monitors and computes Cellbus bandwidth requirements for each card in the Cisco
8400-series switches. For the UXM alone, you can change its Cellbus bandwidth allocation. (You
cannot view or alter bandwidth allocation for other cards.) The unit of measurefor the ATM cell and
FastPacket bandwidth on the Cellbusis the universal bandwidth unit (UBU).

Switch software all ocates a default number of UBUsfor the card when the UXM identifies the back
card interface to switch software. If you remove a card, switch software reservesthe current Cellbus
bandwidth allocation for that card. If, as you add more connections, the load approaches
oversubscription, switch software displays awarning message. Regardless of the warning message,
Cisco advises you to monitor bandwidth allocation and allocate more UBUs for the card to avoid
oversubscription.

For the UXM, switch software allocates enough bandwidth to meet the requirements for the
minimum cell rate (MCR) and therefore does not accommodate burstiness. Therefore, you must
know the UXM bandwidth requirements to determine if you should change its UBU allocation.
Monitor the bandwidth requirements after you build the network and during normal operation. On
the CL I, the applicable commands are cnfbusbw and dspbusbw.

You can raise, lower, or check a UXM’s UBUs with cnfbusbw. The cnfbusbw privilege level is
O—superuser. To check aUXM’s UBUSs, use dspbusbw or enfbusbw. Any user can use dspbusbw.
Each command’ s display provides the information you need to determine if you must increase the
UBUs on a particular UXM. The only value you can change is allocated bandwidth. An example
display for cnfbusbw appearsin Figure 4-4. The card-based default and maximum Cellbus
bandwidth for each interface appearsin Table 4-7. Note that FastPackets require substantially less
Cellbus bandwidth than ATM cells. The FastPacket requirements in the figure and table reflect the
restriction of FastPackets to onelane and the maximum processing rate of the gateway on the UXM.
The values you can view with the cnfbusbw and dspbusbw commands are:

®  Minimum Required Bandwidth, the necessary bandwidth that switch software has calculated for
the existing connections on thelocal UXM. The display shows the requirementsfor FastPackets,
ATM cdlls, and the equivalent in total UBUs.

® Average Used Bandwidth is the average bandwidth usage on this card.
® Peak Used Bandwidth is the peak bandwidth usage on this card.

® Maximum Port Bandwidth is the maximum bandwidth that the back card can support. The
FastPackets per second field has a dash-mark because only cells pass through the port.

® Allocated Bandwidth isthe current Cellbusallocation for the card. Thefield showsthe UBUs, the
bandwidth when only ATM cells are on the bus, and cells plus Fastpackets. The reason for cells
alone and cells plus Fastpacketsisthat cells can exist on the Cellbuswith or without FastPackets.
Thelast field under Allocated Bandwidth shows the formula to which the allocated values must
adhere. (A description of the formula follows the example screen.)
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Figure 4-4 Example Display for cnfbusbw
swl97 TN Strat aCom 1 GX 16 9.2 Apr. 7 1998 03:15 GvIr
Bus Bandwi dth Usage for UXMcard in slot 5 Last Updated on 04/07/98 03:15: 42

FPkt s/ sec Cel | s/ sec UBUs

M ni mum Reqd Bandwi dt h: 0 100100 26
Aver age Used Bandwi dt h: 0 0 0
Peak Used Bandwi dt h: 0 0 0
Maxi num Port Bandwi dt h: - 288000 72
Al |l ocat ed Bandw dt h: 1
(Cell Only): - 4000
(Cel | +Fpkt): 2000 3000
(Fpkts / 2 + Cells) <= 4000
Reserved Bandw dt h: - 4000 1
Thi s Conmand: cnfbusbw 5
Al |l ocated UBU count:
Table 4-8 Cellbus Bandwidth Allocation for UXM Interfaces
Max.
Default Default Cell Maximum
Inter- No. Cell Traffic  Cell + Fpkt Max. Traffic Cell + Fpkts
face of Default Only Traffic UBUs Only Traffic
Type Ports UBUs (cps) (cps and fps) (cps) (cps and fps)
0OC3 4or2 44 176,000 132,000, 88,000 235 708,000 473,000, 470,000
T3 6or3 24 96,000 72,000, 48,000 235 708,000 473,000, 470,000
E3 6or3 20 80,000 60,000, 40,000 235 708,000 473,000, 470,000
T1 8 8 32,000 24,000, 16,000 32 128,000 96,000, 64,000
T1 4 4 16,000 12,000, 8,000 16 64,000 48,000, 32,000
El 8 10 40,000 30,000, 20,000 40 160,000 120,000, 80,000
El 4 5 20,000 15,000, 10,000 20 80,000 60,000, 40,000

Planning for Cellbus Bandwidth Allocation
With the Network Modeling Tool ™ (NMT), you can use the projected load for all UXM cardsin the
network to estimate their Cellbus requirements. During normal operation, you can use Cisco WAN
Manager to obtain the trunk and port statistics then decide whether to use cnfbusbw to increase the
UBU alocation. If you are using only the CLI, you would need to establish avirtual terminal (vt)
session to each node then execute dspbusbw or cnfbusbw.
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Calculating Cellbus Bandwidth Changes

To determine how many UBUs are necessary, use the values for average bandwidth used (see
Figure 4-4) in the following formula:

1‘%5+ cps

UBUs = W

In most circumstances, the fpsand cps values from average bandwidth used are sufficient. The peak
bandwidth used values are primarily informational .

Theinformationin Table 4-7 providesthe rangesfor theinterface type. Notethat, if you do the math
according to the formula, you see that the value in the cells-alone column of Table 4-7 equals the
result of adding half the FastPacket value to the cell value in the cells plus FastPackets column.

When you use dspbusbw, ayes/no prompt asksif you want firmware to retrieve the usage values. If
you enter a“y,” the UXM reads—then clears—its registers and thus restarts statistics gathering. If
you enter an “n,” switch software displays the current values that reside in control card memory (on
the NPM). The values in memory come from the last update from the UXM.

ATM Across a Public ATM Network

The UXM can support trunking across a public ATM network such that virtual channel connections
(VCCys) traverseasinglevirtua path trunk. Thisfeatureletsyou map multipletrunksto asingle port
of aUNI. The UNI connectsto either apublic or private ATM network. The virtual trunk packageis
alower-cost aternative to leased circuits but still has the full set of Cisco ATM traffic management
capabilities. Thisapplication requirestwo UXMsand a clock from an external source. Therates can
be OC-3/STM-1, T3/E3, or TVEL

Figure 4-5 UXMs Configured for a Public ATM Network
1 Cable 1
LU [ 2 2 x| 4 Fublk:
Trunh Fon neiuorhk
3 K]
£
015 sa19 =

Note the following characteristics of this form of trunking across a public network:
® Thetrunk cannot provide the a clock for transport across the public network.
® Thisfeature does not support VPC connections across the public network.

® The node number at each endpoint must be 17 or higher.
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Refer to Figure 4-5 as you read the steps for the following example set-up:
Step1  Connect a cable between each of the following:
¢ 8land9.l
® 82and9.2
¢ 83and9.3
® 9.4 and the public network
Step 2  Configuretrunk 8.1, 8.2, and 8.3 to use VPC 101, 102, and 103 respectively.
Step 3 Add 3 VPC connection from 9.1, 9.2, and 9.3 to 9.4. At the far end, use the same VPCs.

The UXM in UNI/NNI Port Mode

In port mode, the UXM can support up to 4000 virtual circuit (VC) or virtual path (VP) ATM
connections and can operate as either an NNI or a UNI. The connections can be either ATM
connections or FastPacket-based (gateway). A “gateway” connection requires the UXM to trandate
between FastPackets and ATM cells. For ATM cell-based traffic, no conversion takes place: only
ATM cellsin theingress and egress directions traverse the Cellbus between the UXM port card and
UXM trunk card.

Gateway connections are a class of resource for the UXM. When you add connections, the outcome
of the routing process may reduce the number of available gateway connections. The forthcoming
section “Routing Over Cell Trunks Only” describes the effect of route selection on this resource.

Operating in port mode, the UXM provides an interface for the following classes of ATM service:
CBR, VBR, standard ABR with and without virtual source/virtual destination (VS/VD), ABR with
ForeSight, and UBR. The connections on a port-mode UXM—including interworked and
cell-forwarded connections—can terminate on the following endpoints:

® UXM operating asaUNI or NNI port

* ALM/A

® UFM or FRM for ATM-to-Frame Relay service interworking (SIW) or network interworking (N1W)
® FRPinanIPX nodefor an interworked, ATM-to-Frame Relay connection

® ASlinaBPX node

® BXM operating as a either aport card or atrunk in aBPX node

® AUSM inaCisco MGX 8220 shelf

® FRSM inaCisco MGX 8220 shelf

Supported Connection Types

The cards that serve as connection endpoints determine the possibl e types of connections. Table 4-9
shows the possible connection type according to the endpoints. In Table 4-9, VC connectionisa
virtual channel connection; VP connection isavirtual path connection; and ABRFST is ABR with
ForeSight. Note that the cards at both ends of a connection must support VS/VD for you to add an
ABR connection with VS/VD. For more detailed information on the connection types, refer to the
ATM connection description in the Cisco System Overview or the description of the addcon
command in the “ATM Connections’ chapter of the Cisco WAN Switching Command Reference.
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Table 4-9 ATM Endpoints and Connection Types
Endpoints Connection Types
UXM and UXM VP connections and VC connections: CBR.1, VBR.1-3, UBR.1-2, ABRFST,

ABR.1 (with VS/VD), ABR.1 (without VS/VD)

UXM and ALM/A

VC connections: CBR.1, VBR.1-3
ATM-Frame Relay network interworking connections: VBR.3

ATM-Frame Relay service interworking connections: VBR.3

UXM and BXM

VP connections and VC connections: CBR.1, VBR.1-3, UBR.1-2, ABRFST
ABR.1 (with VS/VD), ABR.1 (without VS/VD)

UXM and ASI-T3 or
ASI-E3

VP connections and VC connections; CBR.1, VBR.1-3, UBR.1-2, ABRFST
ABR.1 (without VS/VD)

UXM and ASI-OC3

VP connections and VC connections: CBR.1, VBR.1-3, UBR.1-2,
ABR.1 (without VS/VD)

UXM and AUSM

VP connections and VC connections; CBR.1, VBR.1-3, UBR.1-2, ABRFST
ABR.1 (without VS/VD)

UXM and UFM

ATM frame forwarding connections (HDLC frames to single VPI/VCI on an
ATM interface): VBR.3, ABRFST

ATM-Frame Relay network interworking connections: VBR.3, ABRFST

ATM-Frame Relay service interworking connections: VBR.3, ABRFST

UXM and FRP or FRM

ATM frame forwarding connections (HDLC frames to single VPI/VCI on an
ATM interface): VBR.3, ABRFST

ATM-Frame Relay network interworking connections: VBR.3, ABRFST

ATM-Frame Relay service interworking connections: VBR.3, ABRFST

UXM and FRSM

ATM frame forwarding connections (HDL C frames to single VPI/VCI on an
ATM interface): VBR.3, ABRFST

ATM-Frame Relay network interworking connections: VBR.3, ABRFST
ATM-Frame Relay service interworking connections: VBR.3, ABRFST

ATM-FUNI connections: VBR.3, ABRFST

Routing Over Cell Trunks Only

You can specify trunk cell routing only as an option when you add a connection between UXM, ASI,
or BXM ports. When you enabletrunk cell routing, switch software routes across only the cell-based
trunk cards BNI, BXM, and UXM: no conversion to FastPackets occurs on the route. If you disable
trunk cell routing, the routing process may select a FastPacket-based trunk and so decrement the
number of available gateway connections. Also, using a FastPacket-based trunk may result in
increased network delays. Therefore, enabling trunk cell routing is the preferred choice when you
add a connection at aBNI, BXM, or UXM.

If you add connections at other port cards, such asa UFM or ALM/A, switch software does not
display the trunk cell routing option.
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Onthe CLI, theaddcon prompt for this option appearsas “trunk cell routing restrict y/n?” It appears
after you enter either the ATM class of service or after you finish specifying all the individual
bandwidth parameters that apply to the current connection type. You can specify whether the default
for trunk cell routing is“Yes” or “No” through the cnfnodepar m (superuser) command.

Activation and Configuration of a UXM in Port Mode

When you insert anew UXM into the backplane or apply power to the node, the UXM reports the
card type and number of lines on the back card. Switch software can then determine the allowed
range and characteristics of logical and physical parameters for you to configure. Software thus
prevents you from exceeding the maximum number of logical ports on the switch asyou activate
logical lines through either Cisco WAN Manager or the upln command on the CLI. Applicable,
line-specific commands are uplin, dnin, cnfln, dsplns, prtins, and dspincnf.

Table 4-10 shows the line characteristics you can configure for each interface type through either
Cisco WAN Manager or the cnfln command on the CLI. Table 4-10 al so showsthefixed parameters.

Table 4-10 Configurable Line Characteristics
Interface Type Configurable Parameters
OC3 (STM-1) SMF and ¢ HCS masking (on or off)
MMF

» Payload scramble (on or off)
e Cél (line) framing (STS/SONET or STM/SDH)
* Frame scramble (on or off)
T3 e HCS masking (on or off)
» Payload scramble (on or off)
¢ Céll (line) framing can be header error correction (HEC) or PLCP
» Cablelength (0255 feet or greater than 255 feet)
E3 ¢ HCS masking (on or off)
¢ Payload scramble (on or off)
« Céll (line) framing is fixed as header error Correction (HEC)
e Cablelength (0255 feet or greater than 255 feet)
T1 ¢ HCS masking (on or off)
¢ Payload scramble (on or off)
« Loop clock (enable/disable)
e Lineframing (ESF or D4)
« Cablelength (0655 feet, ABAM cable only)
* |dlecode
¢ Linecoding (fixed as B8ZS)
El * HCS masking (on or off)
 Payload scramble (on or off)

e Line DSO map (timeslots 0-31 for unframed or 1-15 and 17-31 for framed
format)

¢ Loop clock

« |dlecode
¢ Linecoding (fixed as HDB3)
* Receive lineimpedance (BNC fixed at 75 Ohms; DB15 fixed at 120 Ohms)
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Port Activation and Characteristics

You can activate and configure logical ports aswell as configure port queues through Cisco WAN
Manager or the CLI. Software prevents you from activating over 64 ports. After activating a port,
you can specify a UNI or NNI cell header and optionally specify LMI or ILMI protocol. The CLI
commands are upport, dnport, cnfport, cnfportq, dspport, dspports, dspportq, and
cnfabrparm.

You can specify the depths aswell as high and low thresholds for the CBR, VBR, and ABR queues.
(UBR service shares the ABR queue.) You can configure al queues to have the maximum queue
size. If congestion occurs, firmware scales down the maximum gueue size on the active ports. The
maximum size for each queue for the ingress and egress directions is 64000 cells each, so the total
for the logical portson acard is 128000 cells.

For ABR queues, additional parameters are available through Cisco WAN Manager or the

cnfabr parm command. The additional parameters are Ingress/Egress Congestion Information (Cl)
Control and Egress Explicit Rate Stamping (ER). The settings apply to all ports. With CI Control
enabled, the Cl bit in each resource management (RM) cell in the queueis set if the EFCI threshold
isexceeded. If you enable ABR ER, the cell ratefor the ABR connection is placed in each of the RM
cells.

Summary Statistics
On the CL1, you can specify summary statistics for aUXM port.

With the dspportstats command, you can specify:

® Port statistics

® Virtual interface statistics (which are identical to port statisticsin Release 9.2)
® IMA dtatistics

® |LMI and LMI statistics

With the dspchstats command, you can specify:

® Ceéllsreceived and cells transmitted

® EOF cellsreceived and non-compliant cells received
® Ceéllsreceived with CLP=0 and those with CLP=1

® Cedlstransmitted with CLP=0 and those with CLP=1
® Average receive and transmit VC queue depth

® |Ingressegress VSVD alowed cell rate

®* OAM state

Statistics Commands for Troubleshooting

You can configure bucket statistics through Cisco WAN Manager for logical lines, ports, and
channels (connections). Statistics configuration in Cisco WAN Manager requiresthe TFTP
mechanism. You can a so enter commands on the CLI. Refer to the Cisco WAN Switching Command
Reference publication and the Cisco SuperUser Command Reference publication for descriptions of
the following commands:

® |Logica line statistics: cnflnstats, dsplnstatenf, and dspinstathist
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® Port statistics (for both Frame Relay and ATM): cnfportstats, clrportstats, dspportstats,
dspportstatenf, dspportstathist, and, for link statistics for a Port Concentrator, dspfrcportstats

® Channel (connection) statistics: cnfchstats, clrchstats, dspchstats, dspchstatenf, dspchstathist

Integrated and Statistical Line Alarms

Integrated alarms for the UXM consist of LOS, LOF, AIS, YEL, LOC, LOP, Path AlS, Path YEL,
Path Trace, and Section alarms. The display for the dsplns command lists an alarm if the related
event occurs. You can configure the event duration that qualifies and clears an alarm with
cnflnparm.

You can configure the class, rate, and duration for setting and clearing of statistical alarms with the
cnflnalm command. Refer to the description of cnflnalm in the Cisco WAN Switching Command
Reference publication for alist of al possible line alarm types. The display for the dsplnerrs
command shows data for existing alarms. To clear the statistical alarms on aline, use the clrInalm
command.

Loopback and Test Commands
The UXM supports local and remote loopbacks. You can establish alocal loopback on either a
connection or a port. Remote loopbacks are available for connections only. No line loopbacks are
available for the UXM.

UXM Interface Cards

This section provides basic information on the interface back cards for the UXM. The information
consists of ageneral description, anillustration of the card faceplate, and a table describing the
connectors and status LEDs. For details on the line technology of each type of interface, see the
appendix titled “ System Specifications”.

Note The T1 and E1 back cards do not have Active and Fail LEDsto indicate card status (rather
than the port status indicated by the tri-color LEDS). If aT1 or E1 back card failure is detected, all
of thetri-color LEDs turn red.

The model numbers of the back cards and the order of their appearance are:
® BC-UAI-4-155-MMF
® BC-UAI-4-155-SMF
® BC-UAI-4-155-EL

® BC-UAI-2-155-SMF
® BC-UAI-6-T3

® BC-UAI-3-T3

® BC-UAI-8-T1-DB15
® BC-UAI-4-T1-DB15
® BC-UAI-6-E3

® BC-UAI-3-E3
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¢® BC-UAI-8-E1-DB15
® BC-UAI-8-E1-BNC
¢® BC-UAI-4-E1-DB15
® BC-UAI-4-E1-BNC

OC-3/STM-1 Back Cards
The OC3/STM-1 back cards for the UXM have the single-mode fiber (SMF) and multi-mode fiber

(MMF) connections. The cards are:
® BC-UAI-2-155-SMF

® BC-UAI-4-155-SMF

® BC-UAI-4-155-EL

® BC-UAI-4-155-MMF

Asindicated by the “2” or the“4” in the model number, these cards have two or four transmit and
receive connectors. Each line hasatri-color LED whose color indicatesits status. Each card also has
ared Fail LED and agreen Active LED to indicate the status of the card. Table 4-12 lists the
connectors and LEDs. Figure 4-8 shows the four-port OC3/STM-1 card. The SMF, EL, and MMF
versions appear the same. Figure 4-9 shows the two-port OC3/STM-1 card. For technical dataon
OC3/STM-1 lines, see the appendix titled “ System Specifications.”

Table 4-11 Connectors and LEDs for SMF and MMF Back Cards
Connector/Indicator Function
Transmit and Receive SC connector for SMF and MMF

Red (on the tri-color LED) Onindicates lineis active but alocal alarm was detected.

Yellow (on thetri-color LED) Onindicates lineis active but a remote alarm was detected.

Green (on thetri-color LED)  Onindicateslineis active.

Fail light (red) An error was detected. Reset the card with reseted f to clear it. If Fall
comes on again, call the TAC through Cisco Customer Engineering.

Active light (green) The card is active and in service.
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Figure 4-6 BC-UAI-4-155-SMF Faceplate
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Figure 4-7 BC-UAI-2-155-SMF Faceplate
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T3 Back Cards

The T3 back cards for the UXM are BC-UAI-6-T3 and BC-UAI-3-T3. These cards have six and
three pairs of SMB connectors, respectively. Each port hasatri-color LED whose color indicatesits
status. Each card also has ared Fail LED and agreen Active LED to indicate the status of the card.
Table 4-12 lists the connectors and LEDs. Figure 4-8 shows the six-port T3 card. Figure 4-9 shows
the three-port T3 card. For technical data on T3 lines, see the appendix titled “ System
Specifications’.
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Table 4-12 Connectors and LEDs for BC-UAI-6-T3 and BC-UAI-3-T3

Connectors/Indicator Function

Transmit Jacks SMB connectors for transmit data.

Receive Jacks SMB connectors for receive data.

Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.

Yellow (on the tri-color LED) Onindicates lineis active but a remote alarm was detected.

Green (on the tri-color LED) Onindicateslineis active.

Fail light (red) An error was detected. First, reset the card with reseted f. If Fail
comes on again, call the TAC through Cisco Customer Engineering.

Active light (green) The card is active and in service.

Figure 4-8 BC-UAI-6-T3 Faceplate
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Figure 4-9 BC-UAI-3-T3 Faceplate
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E3 Back Cards

The E3 back cards for the UXM are the six-port BC-UAI-6-E3 and the three-port BC-UAI-3-E3.
These cards have six and three pairs of connectors, respectively. Each line hasatri-color LED whose
color indicates its status. Each card also hasared Fail LED and agreen Active LED to indicate the
status of the card. Table 4-13 lists the connectors and LEDs. Figure 4-10 shows the six-port card.

Figure 4-11 shows the three-port card. For technical dataon E3 lines, see the appendix titled
“System Specifications”.
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Table 4-13 Connectors and LEDs for BC-UAI-6-E3 and BC-UAI-3-E3
Connector/Indicator Function

Transmit Jack SMB connector for transmit data.

Receive Jack SMB connector for receive data

Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.

Yellow (on the tri-color LED) Onindicates lineis active but a remote alarm was detected.
Green (on the tri-color LED) Onindicateslineis active.

Fail light (red) An error was detected. Reset the card with reseted f to clear it. If

Fail comes on again, call the TAC through Customer Engineering.

Active light (green) The card is active and in service.

Figure 4-10 BC-UAI-6-E3 Faceplate

(&

ot 6ot Go¥ oot 5o Bt

F

. qrrew Al

- quEw Ep 1 4qnim Am & qndw Sy

i

HIl701

4-26 Cisco IGX 8400 Series Reference, Release 9.2, FCS, 03/31/99



UXM Interface Cards

Figure 4-11 BC-UAI-3-E3 Faceplate
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T1 Back Cards
The T1 back cards for the UXM are BC-UAI-8-T1 and BC-UAI-4-T1. These cards have eight and
four DB15 lines, respectively. Each line hasatri-color LED whose color indicatesits status. If acard
failure occurs, all the LEDs turn red. Table 4-14 lists the connectors and LEDs. Figure 4-12 shows
the eight-port T1 card. Figure 4-13 shows the four-port T1 card. For technical dataon T1 lines, see
the appendix titled “ System Specifications”.
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Table 4-14 Connectors and LEDs for BC-UAI-8-T1 and BC-UAI-4-T1
Connector/Indicator Function

Four or Eight DB15s Each DB15 connector carries transmit and receive data.
Red (on the tri-color LED) Onindicateslineis active but alocal alarm was detected.
Yellow (on the tri-color LED) Onindicates lineis active but aremote alarm was detected.
Green (on the tri-color LED) Onindicateslineis active.

Figure 4-12 BC-UAI-8-T1 Faceplate
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Figure 4-13 BC-UAI-4-T1 Faceplate
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E1 Back Cards
The E1 back cards for the UXM are;

® BC-UAI-8-E1-BNC
¢® BC-UAI-8-E1-DB15
® BC-UAI-4-E1-BNC
¢® BC-UAI-4-E1-DB15

Asthe model numbers indicate, the eight and four-port E1 cards can have either BNC or DB15
connectors. Each line has atri-color LED whose color indicatesits status. If acard failure occurson
the back card, all LEDsturn red. Table 4-12 lists the connectors and LEDs. Figure 4-8 shows the
eight-port E1 card. Figure 4-9 shows the four-port T1 card. For technical data on E1 lines, seethe
appendix titled “ System Specifications”.
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Table 4-15 Connectors and LEDs for BC-UAI-8-E1 and BC-UAI-4-E1

Connector/Indicator

Function

Eight or Four DB15 Connectors

Each DB15 connector carries transmit and receive data.

Eight or Four Pairs of BNC
Connectors

Each BNC connector carries traffic in one direction.

Red (on the tri-color LED)

Onindicateslineis active but alocal alarm was detected.

Yellow (on the tri-color LED)

Onindicateslineis active but a remote alarm was detected.

Green (on the tri-color LED)

The card is active and in service.

Figure 4-14 BC-UAI-8-E1 DB15 Faceplate
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Figure 4-15 BC-UAI-8-E1 BNC Faceplate
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Figure 4-16 BC-UAI-4-E1 DB15 Faceplate
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Figure 4-17 BC-UAI-4-E1 BNC Faceplate
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ATM Line Module A

The ATM Line Module A (ALM/A) providesan ATM UNI port that allows devices such as routers
or ATM switches to support VPCs and VCCs across the IGX node. The ALM/A operates asacell
relay interface that supports basic connectivity to IGX interfaces or BPX ASl interfaces through a
Cisco WAN switch network. The ALM/A supports ATM connections that terminate at either ATM
or Frame Relay endpoints. With the processing that the IGX node provides, cells can cross either an
ATM trunk or a FastPacket trunk. This ALM/A description covers the following topics:

® General ALM/A features

® Traffic management (ingress policing)

® Connection types

® QOperationa parameters

® Back cards

Using the addcon command, you can add connections between the following endpoints
® ALM/A and ALM/A

® ALM/A and ASI

® ALM/A and UFM in IGX node (using Frame Relay and ATM service interworking)
® ALM/A and FRM in IGX node or FRP in IPX (ATM-frame forwarding)

Figure 4-18 shows an example of a network using ALMs. The network contains connections from
an ALM/A to another ALM/A, aUFM, and an ASI. The dashed lines show virtual connections. The
solid lines between the trunk cards and the ATM cloud are trunks.

Figure 4-19 shows the ALM/A faceplate.

Figure 4-18 ALMs in a Network
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Figure 4-19 ALM/A Faceplate
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ALM/A Features

A generd list of ALM/A characteristics follows. (Subsequent sections have more particular
information on interworking, traffic management, and back cards.)

® An aggregate throughput of 45 Mbps

® PVCrate of 150-96000 cells per second—symmetric connections only
® ATM Forum UNI v3.0 and v3.1 headers

® CBR,VBR, ATFR, ATFT, and ATFX connection types

® PLCPDS-3framing

® (.804 E3framing

® |nterworking between Frame Relay and ATM endpoints

® |ngresspolicing

® Per VC queuing with an overall capacity of 65535 cells

® Up to 1000 connections per card at an aggregate rate up to DS-3
® QOptional Y-cable redundancy

® Support for line and card statistics and alarms
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Connection Types

The ALM/A supports CBR, VBR, ATFR, ATFT, and ATFX connection types. Thus, the card
supports ATM, cell forwarding, and both network and service interworking connections. Table 4-16
showsthe card combinations and connectionstypes. The Cisco | GX 8400 Series I nstallation manual
describes where and when to specify the connection type. For more information on theinterworking
connections, see the System Manual and the addcon description for Frame Relay and ATM
connectionsin the Cisco WAN Switching Command Reference.

Table 4-16 ALM/A Connection Types

Far-End Card Possible Connection Types on the ALM/A
ALM/A VBR, CBR, ATFR, ATFT, ATFX

UFM ATFR, ATFT, ATFX

FRM ATFR

AS VCCsonly: VBR, CBR, ATFT, ATFR

Traffic Management

The ALM/A uses per-V C queue thresholds and credit-based servicing to control the ingress flow of
data to the network and guarantee card resources for each connection.

Using addcon for an ATM or cell-forwarding connection, you specify the VC queue depth and the
rate for the connection. If you do not specify a queue depth, the system cal cul ates the queue depth

for the connection based on the cell rate. The connection rate determines the service credits. If 80%
of the VC queue depth is exceeded, cellswith CLP=1 are discarded. If a connection’sVC queueis
full and the cell rateisexceeded long enough, cells are discarded from the affected queue. Therefore,
if ahigh level of bursty traffic expected for given cell rate, specify a deeper queue for a connection.

For cell forwarding connections, you can explicitly assign V C queue depth for each connection. For
ATFR connections, you can assign aV C queue depth by choosing or modifying a Frame Relay class
and specifying the queue depth in bytes. Either way, you can over-subscribe the buffer pool on the
card. Actualy, buffers are dynamically assigned to VC queues as cells arrive and depart. In this
scheme, no dataislost unless you over-subscribe and all buffers are occupied. If you do not specify
V C queue depth when adding a connection, switch software assigns a percentage of buffers equal to
the connection’s cell rate divided by the total ALM/A bandwidth. With this approach,
over-subscription is not a problem.

ALM/A Operational Parameters
The ALM/A has the following operational parameters:

® |f both endpoints are on ALM/As, both cards must be in either VCC or VPC mode. Refer to the
Cisco 1GX 8400 Series Installation and Configuration publication for set-up details.

® |f the endpoints are an ALM/A and an ASl, the connection must beaVVCC.
® The %util for ALM/A connectionsis always 100%.

® For the cell forwarding gateway or service interworking, the AIT, BTM, or ALM/B trunk cards
in the IPX or IGX node must have firmware that supports these technologies.

® UBRisnot supported.
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® OnVPCsthat have aVCI=3 (areserved value), the ALM/A drops segment OAM cells without
processing them.

® The ALM/A does not support ILMI.

® The ALM/A drops cellswith CLP=1 when the associated V C queue exceeds 80% of either the
user-specified depth or the system-specified depth.

® The ALM/A does not support per-connection or port statistics.

® The Frame Relay endpoints must be capable of supporting the type of Frame Relay traffic, such
as forwarding of HDLC frames.

Back Cards for the ALM/A

The ALM/A T3 and E3 back cards are the BC-UAI-1T3 and BC-UAI-1E3, respectively. Each back
card hastwo BNC connectors and six LED indicators. For the BC-UAI-1T3 faceplate items, refer to
Figure 4-20 and Table 4-17. For the BC-UAI-1E3 faceplate items, refer to Figure 4-21 and

Table 4-18. Asyou read from the top-down, theitems in the figure and table correlate to each other.
For technical specificationson T3 and E3 lines, refer to the appendix titled “ System Specifications’.

Table 4-17 BC-UAI-1T3 Connections and Indicators

Connector/Indicator Function

Transmit Jack BNC connector for transmit data.

Receive Jack BNC connector for receive data.

LOS light (red) Loss of signal at the local end.

Red alarm light (red) Loss of local T3 or E3 frame alignment or loss of cell alignment.

Yellow alarm light (yellow) Loss of frame alignment at remote end or loss of cell alignment.

AlSlight (green) All ones on the line.

Fail light (red) An error was detected. Reset the card with reseted f. If the LED comes on

again, call the TAC.

Active light (green) The card isin service and has active circuits.
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Figure 4-20 BC-UAI-1T3 Faceplate
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Figure 4-21 BC-UAI-1E3 Faceplate

&
. TRAMEMT M CH
(R CONEECTOR)
. FECEYE MICH
(R CONEECTOR)
F— LS FEDY
o FED ALAFM FEDY
sl yBELOW LIRS CELLIOW)
$—— AISSFER)
T— FAIL [FEDY
o ACTIVE (GFEEHM)
= WARHIMG LABEL
1 L
| T
[ 25 P
Table 4-18 BC-UAI-1E3 Connections and Indicators
Connector/Indicator Function
Transmit Jack BNC connector for transmit data.
Recelve Jack BNC connector for receive data.
LOS light (red) Loss of signal at the local end.
Red alarm light (red) Loss of local T3 or E3 frame alignment or loss of cell alignment.
Yellow aarm light (yellow) Loss of frame alignment at remote end or loss of cell alignment.
AlSlight (green) All oneson theline.
Fail light (red) An error was detected. Reset the card with reseted f. If the LED comes on

again, cal the TAC.

Active: light (green) The card isin service and has active circuits.
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Universal Voice Module

This section describes the Universal Voice Module (UVM) and its interface cards, as follows:

® “Introduction tothe UVM” introducesthe basi c function of the UV M, its compression types, and
the supported endpoints.

® “UVM Feature Descriptions’ begins a series of feature descriptions.
® “UVM Feature List” isabulleted list of the supported features.

® “Typesof Voice and Data Connectionsonthe UVM” contains atable that defines each voice and
data connection on the UV M.

® “Applicable Commands for the UVM” lists the standard and superuser commands that apply to
the UVM.

® “Channel Pass-Through” describes how to configure apair of UVMswith certain compression
types to pass channels from a primary UVM to a secondary UVM.

® “Signaling on the UVM” introduces the type of signaling that the UVM supports.

® “UVM DataOperation” isabrief description of UVM support for data traffic.

® “FAX Relay” describes the feature that compresses FAX traffic across the network.

® “Loopbacksonthe UVM Card Set” isalist of the loopbacksthat are possible onaUVM card set.
® “Line Statistics’ isalist of the supported line statistics.

® “Clock Modes’ defines normal clocking and loop timing on the UVM back cards.

® “CASSwitching” describesafeaturethat letsthe UVM convert CASsignalsto CCS call-control
messages in conjunction with the Cisco Voice Network Switching (VNS) product.

® “D-Channel Compression” describes a signaling compression scheme for CAS-switching

® “Voice SVC Caching” briefly introduces a method for accelerating call setup and teardown in
conjunction with VNS.

® “UVM Front Card Faceplate” containsan illustration and tablefor the UVM front card faceplate.

® “Universal VoiceInterface Back Card (BC-UVI-2T1EC),” “Universal VoiceInterface Back Card
(BC-UVI-2E1EC),” and “Universal Voice Interface Back Card (BC-UVI-2J1EC)” are sections
that contain illustrations and tables describing faceplates of the UVM interface back cards.

For installation and configuration instructions, see the Cisco IGX 8400 Series Installation and
Configuration publication.

Introduction to the UVM

The UVM card set is amulti-purpose modul e capabl e of supporting channelized T1, E1, or J1 lines
for carrying voice, data, or both these types of traffic. The voice coding that the UVM supports are:

® Pulse code modulation (PCM)
® Adaptive differential pulse code modulation (ADPCM) per G.726
® | ow delay code-excited linear predictive coding (LDCELP) per G.728

® Conjugate structure algebraic code-excited linear predictive coding (CSACELP) per G.729 and
G.729A
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G.729 and G.729A are two versions of CSACELP. G.729A is simpler and can permit a greater
number of channels on aUVM. On the other hand, it does not support certain features, such as FAX
relay. The applicability of G.729 or G.729A appears as needed throughout this UVM description.
The text frequently distinguishes connection types by referring to the standard.

A UVM can terminate connectionsto a

* UVM

® Cisco 3810 access device (at its FTM interface)

® CVM (except for connections that use LDCELP or CSACEL P compression)
® CDP (except for connections that use LDCELP or CSACELP compression)
® AnSDPinan IPX nodeor an HDM in an IGX node.

UVM Feature Descriptions
The sections that follow (up to the descriptions of the UVM faceplates) describe the UVM features.

UVM Feature List

The features of the UVM are:

® Packet assembly/disassembly (PAD) for voice or data connections

® Software-configurable portson T1, E1, or J1 back cards

® Maximum of 32 channels on thetwo T1, E1, or J1 lines, with echo cancellation

® Upto 64 msintegral echo cancelling per channel for all voice connection types

® D-channel compression for Voice Network Switching (VNS) signaling support

® Voice SVC caching in conjunction with VNS

® PCM at 64 Kbps, on a maximum of 32 channels per card

® Standard data rate connections of 64 Kbps

® Super-rate data connections—which can be an aggregate of n x 64 Kbps (n <= 8)

® ADPCM voice compression at 32 Kbps or 24 Kbps per G.726

® | DCELP voice compression at 16 Kbps per G.728, on a maximum 16 channels per card
® CSACELP compression at 8 Kbps on 32 channels per G.729 or 16 channels per G.729A
® |GX-to-Cisco 3810 interworking by using 32-Kbps ADPCM or 8-Kbps CSACELP

® Channel associated signaling (CAS) and common channel signaling (CCS)

® Voice activity detection (VAD), which decreases trunk utilization on a connection by about 50%
® FAX relay, for compressing G3 FAX traffic to 9.6 Kbps through the network cloud

® A-law or mlaw voice encoding on a per-channel basis

® Programmable voice circuit gain in the range —8 dB through +6 dB

® Support for many domestic and international signaling types

® Flexible signaling-bit conditioning when a circuit alarm occurs

® Per-channel, automatic bandwidth upgrade for modem or FAX circuits
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® Self-test of al on-board circuits
® Y-cable redundancy
® |oca and remote loopbacks for port and circuit testing

For voice connections that use PCM, ADPCM, or G.729A, the UVM can operate in either
24-channel mode (T1) or 30-channel mode (E1 or J1). If the compression is LDCELP or G.729
CSACELP, the UVM supports up to 16 channels. If more than 16 channelsonaT1, EL, or J1 line
areto carry traffic with G.729 or LDCEL P, the UV M must pass the remaining DS0s on to an second,
adjacent UVM for processing. The name of this setup is pass-through.

When a configuration requires pass-through, one UVM port connects to user-equipment, and the
other port connects to another UV M. For adescription of thisfeature, see“ Channel Pass-Through.”

Note For voicetechnology specifications, refer to the appendix titled “ System Specifications.” For
information on the application of the UVM card set to VNS, refer to the VNS documentation.

Types of Voice and Data Connections on the UVM

A brief description of each type of voice and data connection appearsin Table 4-19. To specify the
connections, use either Cisco WAN Manager or the CLI. The CLI command is addcon.

Table 4-19 Types of UVM Connections

Type Description

p Carries 64-Kbps PCM voice and supports A-law or mlaw encoding and conversion, gain
adjustment, and signaling.

v Carries 64-Kbps PCM voice with VAD.

t Carries clear channel data at 64 Kbps.

td Carries compressed datafor VNS signaling. Thetypical rateis 16 Kbps or lower.

a32 Specifies ADPCM only. Y ou can specify 32 Kbps or 24 Kbps. Thistype of connectionisalso

a24 permissible for modems.

c32 Specifies both ADPCM and VAD. Y ou can specify 32 Kbps or 24 Kbps.

c24

116 LDCEL P compression of voiceto 16 Kbps.

116v LDCELP compression of voice to 16 Kbps with VAD.

g729r8 CSACELP voice compression at 8 Kbps according to G.729.

g729r8v CSACELP voice compression at 8 Kbps with VAD according to G.729.

g729%ar8 CSACELP voice compression at 8 Kbps according to G.729A.

g729ar8v CSACELP voice compression at 8 Kbpswith VAD according to G.729A.

n x 64K Super-rate (data) connections where n <= 8.

Note A UVM must have the correct firmware to support CSACELP. Check the 9.2 Release Notes.

The“t,”, “td,” and “n x 64" connections carry signalling or user-data. All other types carry voice.
You can configure any of the voice connections for FAX or modem upgrade.
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Standard-rate (64 Kbps) voice connections terminate on CVM or UVM cards. The CVM can

terminate aconnection fromaUVM only if the connection does not use LDCEL P or CSACELP. You
can specify voice compression through the addcon command and specify echo-cancelling. Through
Cisco WAN Manager or by using cnfchec on the CLI, you can select voice compression of 64 Kbps
(no compression), 32 Kbps (2:1 compression), 24 Kbps (3:1 compression), 16 Kbpswith LDCELP
(4:1 compression), or 8 Kbpswith CSACELP (8:1). To specify A-law or mlaw encoding, use cnfln.

Applicable Commands for the UVM

This section contains alist of the standard commands and the superuser commands you can use on
the CLI for voice and data connections on the UV M. Table 4-20 lists the standard commands.
Table 4-21 lists the superuser commands. For details on command syntax and parameters, refer to
the Cisco WAN Switching Command Reference publication and the Cisco SuperUser Command
Reference publication. Note that the superuser commands haveinfrequent use, and many of them are
strictly for debug purposes.

Table 4-20 Standard User Commands for UVM

Command Function

e upln Use upln to activate the line.

e cnfln Use cnfln to specify the characteristics of the T4, E1, or J1 line for voice or data.

« cnfcassw If the UVM must convert CAS/'DTMF to CCS signaling for a Voice Network Switch

(VNS), use cnfcassw to configure the UVM for CAS-switching.

» cnflnpass For aUVM intended to carry voice traffic with LDCELP or G.729 CSACELPR,
cnflnpass configures the lines for pass-through feature if necessary. Before you can
execute cnflnpass, you must activate the lines (upln) and configure them (cnfln).

e cnfchadv Configures the channel for adaptive voice.

« cnfchdl Configures a channel’ s dial-type. The options are inband, pulse, and user-configured.
» cnfchec Configures certain characteristics of the echo canceller for each channel.

« cnfchgn Configures the amount of gain inserted in avoice channel.

« cnfcond Configures a conditioning template for the channel.

« cnfrevsig Configures receive signaling for the channel.

e cnfxmtsig Configures transmit signaling for the channel.

« cnfvchtp Configures avoice interface type for the channel.

 cnfchutl Configures channel utilization (the cnfchutl description isin the“Optimizing Traffic

Routing and Bandwidth” chapter of the Cisco WAN Switching Command Reference).

e addyred Enables redundancy for the UVM card set.

 dsplnenf Use dsplncnf to make sure you have correctly configured the line.
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Tal

addcon

ble 4-21

Adds voice or data connections.

Superuser commands for the UVM

Command

Function

clrcderrs

Clearsthe history of errors on acard.

cnfchstats

Enables statistics collection for various channel parametersfor different cards, some
of which apply to the UVM.

cnfclnparm

Configures the alarm integration time for aline.

cnfclnsigparm

Configures signaling parameters.

« cnfclnstats Customizes statistics collection on each circuit line.

« cnfcmparm Configures parameters that affect adaptive voice, rerouting, and courtesy up/down.
These parameters apply at only the local node.

« cnfecparm Configures more specific details of integrated echo canceller (IEC) operation for a
specified voiceline.

« cnfuvmchparm  Configures defaults for the following parameters for a channel or range of channels:
voice codec unit (VCU) level, PCM interface unit (PIU) level, VAD threshold,
modem threshold, and silence threshold.

« cnfvchparm Specifies the following UVM card parameters: voice activity detection (VAD),
background noise injection, voice frequency channel loss, echo suppression, and
automatic bandwidth upgrade level upon modem tone detection.

e dchst Displays card parameters—for debug purposes.

* dspcderrs Displays error information resulting from a diagnostic running on the local card.

e dspchan Displays the data structure defining a voice channel for debug purposes.

e dspecparm Displays statistics configured for a selected echo canceller. The cnfecparm
command sets up the statistics.

» dsplnstatenf Displays statistics configured for aline.

» dspsig Displays the current signaling state received at the node from a voice channel.

e dspslot Displays system information associated with a specific card in the node.

e dsputl Displays the utilization factor for all voice connections on a circuit line.
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Channel Pass-Through

Pass-through is a setup in which two, locally connected UV Ms support the maximum number of
channelsonaTl, E1, or J1 line.

Note This section does not apply to configurations that use only PCM, ADPCM, or G.729A.

A single UVM can support mixed connection types and compression agorithms. For example, you
can add a combination of ADPCM, LDCELP, or CSACEL P connections. Any combination is
possibleif the configuration does not exceed the capacity of the card.

The maximum number of channels that can use G.728 (LDCELP) or G.729 compression is 16, so
not all possible channelson aline are used if they are using LDCELP or G.729 CSACELP. To use
all possible channels on a line with these compression types, you must configure pass-through by
using asecond UV M. Pass-through, for example, letsaPBX trunk use al of its bandwidth when the
only compression isLDCELP or G.729 CSACELP.

In the pass-through scheme, a primary UVM connects through a cable to a secondary UVM. The
primary UVM passes the unprocessed channels to the secondary UV M. Pass-through appliesto
LDCELP or G.729 CSACELP. The G.729A version CSACEL P does not require pass-through
because one UVM can support al the channels on aline.

You can configure pass-through by using Cisco WAN Manager or the command lineinterface (CLI).
The CLI command for specifying pass-through is cnflnpass. For a description of how to set up
pass-through, refer to the Cisco IGX 8400 Series Installation and Configuration publication. For a
detailed description of the cnflnpass command, refer to the Cisco WAN Switching Command
Reference publication.

When you are setting up pass-through, switch software does not alow you to duplicate the channel
numbers once you have added the channels to the primary UVM. With UVMsin slots 7 and 8, for
example, if you add 16 channelswith LDCEL P to the primary UVM inslot 7 (7.1.1-16), the system
prevents you from adding channels 8.1.1-8. Instead, you would add 8.1.17-24.

Note The secondary UVM supports all connection types except “t,” “td,” and “n x 64.”

The possible arrangements for E1 or J1 lines appear in Figure 4-22. It shows:

® Example A shows the pass-though configuration.

® Example B shows no pass-through.

The three possible arrangements of UVMs with T1 lines appear in Figure 4-23. It shows:
® Example A shows no pass-through.

® Example B shows UVM 1 set to pass channels it cannot support to UVM 2.

® Example C shows an arrangement of three UV Ms that would support two T1 lines with all
channels configured for LDCELP.
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Figure 4-22 Pass-through and non pass-through modes for E1 or J1
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Figure 4-23 Pass-through and non pass-through modes for T1
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UVM Data Operation

The UVM supports standard, 64-K bps data connections and super-rate (n x 64) data connections.
Data connections can terminate on a CVM or a UV M. The super-rate connections can support an
aggregate of up to eight, 64-Kbps channels—frequently used for video. These super-rate channels
should be contiguous or, if necessary, alternating.
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Signaling on the UVM

The UVM extractsinformation from the CAS signaling bitsin the T1, E1, or J1 frame. When a
signaling bit changes state, the UVM sends signaling packets to the card at the other end of the
connection. CSS signaling, such as DPNSS and ISDN signaling, are supported through a clear
(transparent) channel. The supported combinations of signaling and line configurations are:

® T1canuse CCS, ABAB, or ABCD signaling bits when the line framing is ESF.
® T1canuse CCSor AB signaling bits when the line framing is D4.
® T1canuse CCSintimeslot 24 on applicable PBXsiif the application requires CAS to be off.

® ElandJluseeither CCSor, if you selected CAS, ABCD signaling bits. For CCS data, configure
channel 16 as at-type connection (bringing the total number of channelsto 31).

In addition to the preceding, the UVM can set, invert, and clear AB or ABAB bits (T1) or ABCD
bits (for E1 or J1) to accommodate some signaling conversions.

On the CL1, use cnfln to specify the signaling and dsplncnf to see the signaling configuration.

Up to 23 voiceinterface types, such as 2-W E& M, FXO/FXS, or DPO/DPS, can be selected from a
template to condition the VF signaling. You can aso customize the signal conditioning. Refer to the
descriptions for the cnfcond and cnfvchtp commandsin the Cisco WAN Switching Command
Reference for details. You can program voice channel signaling for any of the following:

® Robbed bit (either D4 or ESF frame format)—for T1 lines

® Channel associated signaling (CAS)—for E1 or J1 lines

® Transparent CCS (ISDN & DPNSS)—for dl lines

® E&M-to-DCBA and DC5A-to-E&M conversion—for international applications

FAX Relay

The FAX relay feature compresses the DSO bit stream of a G3 FAX (9.6 Kbps) connection to 9.6
Kbpsfor transport through the network. (If the bit stream for the FAX islower, the UVM compresses
it to that lower rate.) The UVM supports FAX relay for LDCELP and G.729 (but not G.729A)
connections. I nterworked connections between an 1GX node and Cisco 3810 access device can also
carry FAX relay data.

You can specify FAX relay by using the cnfchfax command. The maximum number of FAX relay
channelson aUVM is 16. Once you have enabled it, FAX relay overrides the automatic FAX
upgrade feature—but a data modem still upgrades to PCM or ADPCM. (The automatic upgrade
feature suspends compression when a modem or FAX tone appears on a voice connection.)

Loopbacks on the UVM Card Set

You can set up local and remote loopbacksto check UV M-terminated connections. A local |oopback
functions at the system bus interface. It returns data and supervision back to the local facility to test
thelocal UVM card set and the customer connection. Remote |oopbacks extend to the UVM card at
the far-end and check both transmission directions and much of the far-end UVM. For descriptions
of the commands that support loopbacks, refer to the Cisco WAN Switching Command Reference.
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Line Statistics
The UVM card set monitors and reports statistics on the following input line conditions:

® |ossof signal

® Framesync loss

® Multi-frame sync loss

® CRCerrors (for E1 and J1 only)

® CRCsyncloss

® Framedlips

® Frame bit errors

® AIlIS—all 1sin channel 16 (CAS mode)

® Remote (yellow) alarm

Clock Modes

The back cards support two clock modes. You select the mode through software control (cnfln on
the CLI). The clock modes are normal clocking and loop timing.

With normal clocking, the UVM supplies the transmit clock for outgoing data (towards the CPE).

With loop timing, the UVM uses the receive clock from the line for the incoming data and redirects
this receive clock to synchronize the transmit data.

CAS Switching

The UVM supports CAS for Voice Network Switching (VNS) by converting CAS signaling and
DTMF tonesto CCS call-control messages. These signal conversions let the VNS unit route calls
from aPBX over aWAN. For setup instructions, see the VNS documentation and the Cisco WAN
Switching Command Reference publication.

The converted CCS messagesfor all channelsonthelinetravel onaregular t-type or aspecial td-type
PV C connection from the UVM to another UVM card. The VNS device can receive the CCS
messages from t-type or td-type PV C connections on the signaling channel of CAS-switching UVM
cardsin the network.

When the VNS unit receives a CCS call-control message, it determines the destination from the
control message and issues SNM P commands to add a connection from a channel on the CAS
switching line to the destination across the network. CAS-switching in a network appearsin
Figure 4-24.
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Figure 4-24 CAS-Switching
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Restrictions to CAS-Switching on the UVM
The limitations on CAS-switching with Model C or Model D firmware are:

® Pass-through is not supported.
® | DCELP and G.729 are not supported.

® Hot standby is not available for aModel C or Model D UVM with Y-cable redundancy that
connectsto a PBX.

® Only oneline on the UVM card can support CAS-switching.

® A UVM with CAS switching is compatible with only another UVM with Model C or Model D
firmware.

® All UVMsin the CAS-Switching network must use Model C or Model D firmware.

Refer to VNS documentation for afull description of this product.

D-Channel Compression

D-channel compression applies to the Cisco Voice Network Switching (VNS). The minimum VNS
release is 3.1. This feature compresses the signaling traffic between the application UVM and the
network (VNS) UVM. D-channel compression reduces the consumed bandwidth from 64 Kbps per
VNS signaling channel to 16 Kbps or less. It appliesto CCS lines or CAS lines that where the
CAS-switching feature is operating.
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D-channel compression switches on when you add the signaling connection through Cisco WAN
Manager or by using the addcon command on the CLI. To turn on D-channel compression, specify
the connection type as “td.” The maximum number of “td” connectionson aUVM is 32.

Voice SVC Caching

The UVM supports a feature that accel erates call setup and teardown for frequently used channels.
Thefeatureisvoice SVC caching. It worksin conjunction with VNS. The only consideration for the
UVM isthat you must configure each line to accommodate voice SV C caching.

On the CL1, use the cnfln command to enable this feature on the line and dsplncnf to see the
configuration. If you configure aline for voice SV C caching, you can till add standard voice
connections on that line. Note that you cannot enable SV C caching on pass-through lines.

For amore detailed description of voice SV C caching, refer to the VNS documentation.

UVM Front Card Faceplate
Table 4-22 and Figure 4-25 describe the UVM front card faceplate.

Table 4-22 UVM Faceplate Indicators

LED Meaning

Active (green) Indicates card is active.

Fail (red) Indicates self-test has detected a card failure.

Major (red) A line failure has been detected on the receive (local) side.
Minor (yellow) A line failure has been detected at the remote end.
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Figure 4-25 UVM Front Card Faceplate
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Universal Voice Interface Back Card (BC-UVI-2T1EC)

The BC-UVI-2T1EC back card providestwo T1 lineinterfacesfor aUVM card. The features of the
BC-UVI-2T1EC are:

® |Interfacesto T1linesat 1.544 Mbps

® Software selectable ZCS, AMI, or B8ZS line code

® Software selectable D4 or ESF (extended super-frame) framing format

® Extraction of receive-timing from the input signal for use as the node timing
® Software selectable line buildout for cable lengths up to 655 feet

® Passes T1 line event information to the front card (eventsinclude frame loss, loss of signal,
bi-polar violations, and frame errors)

B8ZS supports clear channel operation because B8ZS eliminates the possibility of along string of
0s. B8ZS is preferable whenever available.

Figure 4-26 and Table 4-23 provide information on the faceplate of the BC-UVI-2T1EC. When you
correl ate the descriptions in the table with the callouts in the figure, read from the top of thetableto
the bottom. The standard port connector is afemale DB15.

Figure 4-26 BC-UVI-2T1EC Faceplate
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Table 4-23 BC-UVI-2T1EC Connections and Status LEDs

Connector/Indicator Function

Transmit/Receive (2) Two, bi-directional DB 15 connectors—one for each port.

Port Status LED (2) Tri-color LED, 1 per port. Green=active port. Yellow=remote alarm. Red=local alarm.
Fail LED (red) Error detected. Reset card with reseted f. If LED comeson again, call the TAC.
Active LED (green) The card isin service and has active circuits.

Universal Voice Interface Back Card (BC-UVI-2E1EC)

The BC-UVI-2E1EC back card provides an E1 circuit line interface for aUVM. The
BC-UVI-2E1EC provides the following features:

® |nterfacesto CEPT E1 lines (CCITT G.703 specification)

® Support for both CAS and CCS

® Support for 30-channel operation

® CRC-4 error checking

® Support for HDB3 (clear channel operation on E1 lines) or AMI

® Passes E1 line eventsto the front card (events include Frame loss, Loss of signal, bi-polar
violation, frame errors, CRC errors, and CRC synchronization [0ss)

® 120-ohm balanced or 75-ohm balanced or unbalanced physical interfaces

Figure 4-27 shows and Table 4-24 lists status L EDs and connections on the BC-UVI-2E1EC
faceplate. When you correlate the table and figure items, read from the top to the bottom.
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Figure 4-27
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Table 4-24

BC-UVI-2E1EC Connections and Status LEDs

Connector/Indicator

Function

Transmit/Receive DB 15 (2)

Two, bi-directional DB 15 connectors—one for each port.

Transmit/Receive BNC (4)

Two pairs of BNC connectors—one receive connector and one transmit connector
for each port.

Port Status LED (2)

Tri-color LED, 1 per port. Green=active port. Yellow=remote alarm.

Red=local alarm.

Fail LED (red)

Error detected. Reset the card with reseted f. If LED comeson again, call the TAC.

Active LED (green)

Thecard isin service and has active circuits.

RMFRA/YMFYA

Two-color LED: Red (RMFRA) indicates local loss of multiframe alignment.
Yellow (YMFYA) indicates loss of multiframe alignment at remote end.
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Universal Voice Interface Back Card (BC-UVI-2J1EC)

The BC-UVI-2J1EC back card provides a J1 lineinterface for aUVM card. The BC-UVI-2J1EC
does the following:

® Providesinterfaces for Japanese TTC-2M (J1) lines at 2.048 Mbps specified by JJ-20-11
® Supports Channel Associated Signaling (CAS) and Common Channel Signaling (CCS)
® Supports 30-channel operation

® Uses Coded Mark Inversion (CMI) line coding

® Automatically startslocal loopback testsin response to certain line alarms

® Passes J1 line event information to the front card (for events such as frame loss, loss of signal,
and frame errors)

® Supports CRC-4 error checking
® Provides 110-ohm, balanced connectors

Figure 4-28 shows and Table 4-25 lists status L EDs and connections on the BC-UVI-2J1EC
faceplate. When you correlate the table and figure items, read from the top to the bottom.
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Figure 4-28 BC-UVI-2J1EC Faceplate
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Table 4-25 BC-UVI-2J1EC Connections and Status LEDs
Connector/Indicator Function
DB15 connectors Two, bi-directional DB15 connectors—one for each port.
Port Status LED (two) Tri-color LED, one per port. Green=active port. Yellow=remote alarm.
Red=local alarm.
Fail LED (red) Error detected. Reset card with resetcd f. If the LED comes on again,
call the TAC.
Active LED (green) The card isin service and has active circuits.

Line Interface Cards 4-57



Channelized Voice Module (CVM)

Channelized Voice Module (CVM)

This section introduces the Channelized VVoice Module (CVM) and itsrelated back cards. Thetopics
covered in this section are as follows:

® A CVM overview and feature list

® Anintroduction to the modes of CVM data and voice processing
® A brief description of CVM voice processing

® A brief description of CVM data processing

® CVM signaling support

® | oopbacks on the CVM card set

® Front card and back card faceplate descriptions

® TDM Transport (support for older TDM equipment)

For setup instructions, seethe Cisco IGX 8400 Series Installation and Configuration publication and
the relevant commands in the Cisco WAN Switching Command Reference publication (the
voice-specific commands are in the chapter titled “ VVoice Connections’).

Introduction to the CVM
The CVM isamulti-purpose front card. A CVM circuit line can carry the following types of traffic:
® \Voice
¢ Data
® A combination of voice and either low-speed or high-speed data

The default mode for a channel on a CVM isvoice. In addition to other CVMs, aCVM can
communicate with aCDPin an IPX or one of the ports on aUVM. Figure 4-29 illustrates different
traffic configurations. You can use the CVM in either 24-channel mode (T1) or 30-channel mode
(E1). You assign the circuits on a CVM hop on a per-timeslot basiswithinaT1 or E1 frame.

The CVM cards can reside in any non-reserved slot in an IGX node. The front card operates with
either aBC-T1, BC-E1, or BC-J1 back card. For details on back cards, see the forthcoming sections
titled “T1 Interface Back Card (BC-T1),” “E1 Interface Back Card (BC-E1),” or “BC-J1
Description”.

Figure 4-29 CVM Application Diagram
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CVM Features

Thefollowingisalist of CVM features.

® Packet assembly/disassembly (PAD) for voice or data connections

® Software configurable ports on T1, E1, or J1 back cards

® Support for Voice Network Switching (VNS), including voice SVC caching
® | oca and remote loopbacks for port and circuit testing

® Sdf-test of al on-board circuits, including optional echo cancellers

® Y-cable redundancy

¢ Upto 4:1 voice compression using adaptive differential pulse code modulation (ADPCM) with
integral voice activity detection (VAD)

® |ntegral, per-channel, echo cancelling (requires optional circuits on the front card)
® A-law or mlaw voice encoding on a per-channel basis

® Programmable voice circuit gain in the range —8 dB through +6 dB

® Support for many domestic and international signaling types

® Flexible signaling-bit conditioning when a circuit alarm occurs

® Per-channel tone detection to disable compression for modem or FAX circuits

® Sub-rate, standard rate, and super-rate data connections

® Support for transparent TDM channels through a network

® A transparent data channel for CCS

Note For information on operational parameters of voice service, refer to the appendix titled
“System Specifications’. For information on the application of the CVM card set to the Cisco Voice
Network Switching (VNS) product, refer to the VNS documentation.

Modes of CVM Operation

This section describes the operational parameters you can specify for the CVM card set. Table 4-26
isalist of the types of CVM operation. The sections that follow further describe the listed subjects.

Thefirst two entriesin Table 4-26 are the two types of 64-Kbps operation. The “p” indicates
uncompressed PCM voice. The“t” indicates 64 Kbps clear channel data. The table then showsvoice
and data modes, transmit/receive rates, and indications of compression and ZCS (zero code
suppression). A “c” or an “a’ preceding a numerical value indicates compression. A “c” indicates
compression with voice activity detection (VAD), so “c” does not apply to data connections. An “a’
indicates compression without VAD. The“a’ can apply to either voice or data. The numerical value
following the“a’ or “c” isthe bit rate. Table 4-26 a so explains the significance of the other
characters that may follow the bit rate.

Standard-rate (64 Kbps) voice connections terminate on CVM or UVM T1 or E1 lines. (The CVM
can terminate a connection from a UV M only if the connection does not use LDCELP) You can
configure the voice compression, and echo cancelling for each channel, and—when circumstances
make it appropriate—A-law or mlaw encoding. You can select voice frequency compression of 64
Kbps (no compression), 32 Kbps (2:1), 24 Kbps (3:1), or 16 Kbps (4:1). The compression ratios
approximately double when you also enable the internal VAD.
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Table 4-26 Types of CVM Connections

Type Description

p A p-connection carries 64 Kbps PCM voice and supports A-law or mlaw encoding and
conversion, gain adjustment, and signaling.

Y A v-connection carries compressed voice.

t The t-connections carry 64 Kbps clear channel data traffic.

XX cxx signifies compression with VAD. When you use a CVM for voice and specify

compression, you must specify the level of ADPCM compression by the xx field after the
“c".” Enter 32 for 2:1 compression, 24 for 3:1 compression, or 16 for 4:1 compression. For
example “c16” indicates 4:1 voice compression with VAD.

al6z c16z and al6z use a 4-sample, 16-Kbps ADPCM that does not ensure ones-density. The“z”

cl6z directs the node not to route al6z or c16z-type connections across ZCS-configured trunks.

al6 €16 and a16 are non-standard forms of compression. They use a4-sample, 16-Kbps ADPCM

cl6 that ensures ones-density but resultsin aloss of voice quality. You can route al6 and
c16-type connections across ZCS-configured trunks.

a32d a32d and c32d provide compression for FAX on a high-speed line (such as Enhanced

c32d Instafax) without causing errors. Compression begins when the CDP/CVM/UVM detects a

high speed modem. You must specify a32d or ¢32d (cnfvchparm on the CL1). If you do not
specify a32d or ¢32d, the circuit operates at 56/64 Kbps when the card detects a high-speed
modem or FAX. Note that, if you choose c32d (compression with VAD), it provides the

bandwidth savings associated with VAD only when the line is actually being used for voice.

a32 Specifies ADPCM only. Y ou can specify 32-Kbps or 24-Kbps.

az24

c32 Specifies both ADPCM and VAD. Y ou can specify 32-Kbps or 24-Kbps.
c24

CVM Voice Operation

The particular voice features are:

® High-speed modem and FAX circuits.

® Transparent, 64-Kbps transport of CCS signaling.

® CAS, by transporting signaling transitions across the network in packets.

® Optiona circuit for the CVM isthe on-board Integrated Echo Canceller (IEC): the two models
of the |IEC are the 24-channel (T1) and the 31-channel (E1) versions.

® Selectable A-law or mlaw encoding when the circumstances require it. (Normally, T1
automatically uses mlaw, and E1 uses A-law.)

In addition to the preceding, the CVM can set, invert, and clear AB or ABAB bits(T1) or ABCD bits
(E1) to accommodate some signaling conversions.

CVM Data Operation

A CVM can provide data connectionsto the network. Data connectionsthat originate on aCVM can
terminate on aCVM, UVM, HDM, or LDM in an IGX switch. In an IPX switch, data connections
that originated on a CVM can terminate on a CDP, SDP, or LDP.
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Two categories of data connections exist on the CVM. The categories are super-rate and subrate. A
super-rate connection is an aggregate of DS0s. A super-rate connection can consist of any
combination of 56 or 64 Kbps-connections up to a maximum of 8 DS0s. The channels must be
contiguous or alternating. The 56-K bps channels are bit-stuffed up to 64 Kbpson theline. The CVM
removes the hits prior to packetization. Note that super-rate connections carry no supervisory bits.

A subrate data connection has arate less than 64 Kbps and exists within a DS0. Supported rates are
2.4, 4.8, 9.6, and 56 Kbps. Thetype of subrate data connection that Cisco supportsis DSOA. In-band
DSO0A link codesaretrandlated into EIA control lead statesfor HDM or LDM-to-CVM connections.
Fast EIA, Repetitive Pattern Suppression (RPS), and isochronous clocking are not available.

Signaling on the CVM

The CVM extracts information from the signaling bitsin the E1 or T1 frame. When a signaling bit
changes state, the CVM generates signaling packets to the CVM at the other end of the connection.
DPNSS and ISDN signaling are supported through a clear channel (transparent mode). The
supported combinations of signaling and line configurations are as follows:

® T1usesABAB or ABCD signaling bits when the line framing is ESF.
® T1 uses AB signaling bits when the line framing is D4.
® T1canuse CCSintimeslot 24 on applicable PBXsiif the application requires CAS to be off.

® E1 useseither CCSor, if you selected CAS, ABCD signaling bits. For CCS, configure channel
16 as at-type connection to carry the signaling, making a possible total of 31 channels.

Up to 23 voice interface types, such as 2-W E& M, FXO/FXS, or DPO/DPS, can be selected from a
template to condition the VF signaling. You can also specify customized signal conditioning. Voice
channel signaling is programmable for any of the following:

® Robbed bit (either D4 or ESF frame format)—for T1 lines

® Channel Associated Signaling (CAS)—for E1 lines

® Transparent CCS (ISDN & DPNSS)—for T1 or E1 lines

® E&M-to-DC5A and DC5A-to-E&M conversion—for international applications

Voice SVC Caching

The CVM supports afeature that accelerates call setup and teardown for frequently used channels.
Thefeatureisvoice SVC caching. It worksin conjunction with VNS. The only consideration for the
CVM isthat you must configure the line to accommodate voice SV C caching. On the CLI, use the
cnfln command to configure the line for this feature and dspinenf to see the configuration. If you
configurealinefor voice SV C caching, you can still add standard voice connections on that line. For
amore detailed description of voice SV C caching, refer to the VNS documentation.

Line Statistics
The CVM card set monitors and reports statistics on the following input line conditions:

® |Lossof signal

® Framesync loss

® Multi-frame sync loss (for E1 only)
® CRCerrors(for EL or T1 BSF only)
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® Frame bit errors

® Framesdlips

® Bipolar violations

® AIlIS—all 1sin channel 16 (CAS mode)
® Remote (yellow) alarm

On the CL1I, use cnfln to specify the signaling and dsplncnf to see the signaling configuration.

Loopbacks on the CVM Card Set

You can set up local and remote loopbacksto check CVM-terminated connections. A local loopback
functions at the system bus interface. It returns data and supervision back to the local facility to test
thelocal CVM card set and the customer connection. Remote loopbacks extend to the CVM card at
the other end and check both transmission directions and much of the far-end CVM.

CVM Faceplate Description

The CVM faceplate has four LED indicators: Active, Fail, Major, and Minor (see Table 4-27). The
label on the faceplate also shows the type of CVM card.

Table 4-27 CVM Faceplate Indicators

LED or Label Description

Active (green) Indicates card is active.

Fail (red) Indicates self-test has detected a card failure in the main card or optional
integrated echo canceller board.

Major (red) A line failure has been detected on the receive (local) side.

Minor (yellow) A line failure has been detected at the remote end.

CVM A label indicating standard CVM

CVM ADPCM T1 A label indicating T1 with echo cancelling circuitry

CVM ADPCM E1 A label indicating E1 with echo cancelling circuitry

T1 Interface Back Card (BC-T1)

The BC-T1 back card providesaT1 line interface for aCVM card. It provides the following:

® Trunk lineinterfacesto T1 trunks at 1.544 Mbps

® Software selectable AMI or B8ZS line code

® Software selectable D4 or ESF (extended super-frame) framing format

® Configuration as either full or fractional T1 service

® Extraction of receive-timing from the input signal for use as the node timing

® Software selectable line buildout for cable lengths up to 655 feet

® Reporting of T1 line event information to the front card

B8ZS supports clear channel operation because B8ZS eliminates the possibility of along string of
0s. B8ZS is preferable whenever available.
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The back cards support two clock modes. You select the mode through software control (cnfln on
the CLI). The clock modes are normal clocking and loop timing.

With normal clocking, the BC-T1 supplies the transmit clock for outgoing data (towards the CPE).

With loop timing, the BC-T1 usesthe receive clock from the line for theincoming dataand redirects
this receive clock to synchronize the transmit data.

BC-T1 Faceplate Description

Figure 4-30 and Table 4-28 provide information on the faceplate of the BC-T1. When you correlate
the descriptions in the table with the callouts in the figure, read from the top of the table to the
bottom. The standard port connector is afemale DB15.

Figure 4-30 BC-T1 Faceplate
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Table 4-28 BC-T1 Connections and Status LEDs

Connector/Indicator Function

T1 input/output Female DB15 connector for T1 line.

LOS light (red) Indicates loss of signal at the local end.

Red alarm light (red) Indicates loss of local E1 frame alignment, or it indicates |oss of packet

alignment on the CVM.

Yellow alarm light (yellow) Loss of frame alignment at remote end or loss of packet alignment (CVM).

AlSlight (green) Indicates the presence of all ones on the line.

Fail light (red) Indicates an error occurred. Reset the card with the resetcd f command. If

the LED comes on again, call the TAC.

Active: light (green) Indicates the card isin service with active circuits.

E1l Interface Back Card (BC-E1)

The BC-E1 back card provides an E1 line interface for a CVM. It has the following features:

Interfaces to CEPT E1 lines (CCITT G.703 specification)

Support for both Channel Associated Signaling and Common Channel Signaling
Support for 30-channel (1.920 Mbps) operation

CRC-4 error checking

Support for HDB3 (clear channel operation on E1 lines) or AMI

Passes E1 line eventsto the front card (eventsinclude Frame loss, Loss of signal, BPV, frame
errors, CRC errors, and CRC synchronization [0ss)

Detection of loss of packet sync when used with the CVM
120-ohm balanced or 75-ohm balanced or unbalanced physical interfaces

The back cards support two clock modes. You select the mode through software control (cnfln on
the CLI). The clock modes are normal clocking and loop timing.

With normal clocking, the BC-E1 supplies the transmit clock for outgoing data (towards the CPE).

With loop timing, the BC-E1 usesthe receive clock from the line for theincoming dataand redirects
this receive clock to synchronize the transmit data.

The node keeps statistics on most line errors and fault conditions, including the following:

Loss of signal

Frame sync loss
Multi-frame sync loss
CRC errors

Frame dlips

Bipolar violations
Frame bit errors

AIlS, al-1'sin channel 16 (CAS mode)

Figure 4-31 shows and Table 4-30 lists status L EDs and connections on the BC-E1 faceplate.
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Figure 4-31
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BC-E1 Faceplate

BC-E1 Connections and Status LEDs

Connector or LED

Function

RX-TX Female DB15 connector for XMT and RCV EL.

RX BNC connector for receive E1 line.

TX BNC connector for transmit E1 line.

LOS light (red) Loss of signal at the local end.

Red alarm (red) Loss of local E1 frame aignment. On CVM, Red indicates |oss of packet alignment.

Yellow alarm (yellow)

Loss of frame alignment at remote end. On CVM, Yellow shows loss of packet alignment.

AlSlight (green)

Indicates the presence of all oneson the line.

MFRA (red) Loss of multiframe alignment.
MFRY (yellow) Loss of multiframe at remote end.
Fail light (red) Indicates an error occurred. Reset the card with reseted f. If the LED comes on again, call

the TAC.

Active: light (green)

Indicates the card isin service with active circuits.
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BC-J1 Description

The BC-J1 back card provides a Japanese J1 circuit line interface for a CVM. The BC-J1 does the
following:

® Providesinterfaces for Japanese TTC (J1) lines specified by J3-20-10, JJ-20-11, and JJ}-20-12
® Supports Channel Associated Signaling (CAS) and Common Channel Signaling (CCS)

® Supports 30-channel, 2.048-Mbps operation

® Uses Coded Mark Inversion (CMI) line coding

® Automatically startslocal loopback testsin response to certain line alarms

® Passes J1 line event information to the front card (for events such as frame loss, loss of signal,
bi-polar violations, and frame errors)

The back cards support two clock modes. You select the mode through software control (cnfln on
the CLI). The clock modes are normal clocking and loop timing.

With normal clocking, the BC-J1 supplies the transmit clock for outgoing data (towards the CPE).

With loop timing, the BC-J1 uses the receive clock from the line for the incoming data and redirects
this receive clock to synchronize the transmit data.

Figure 4-32 shows a BC-J1 faceplate. Table 4-30 lists BC-J1 connections and status L EDs.

Table 4-30 BC-J1 Connections and Status LEDs

Connector or LED Function

RX-TX Female DB15 connector for XMT and RCV J1.
Linein J1 trunk input line.

Line out J1 trunk output line.

RX MON BNC test connector for monitoring receive J1 line.
TX MON BNC test connector for monitoring transmit J1 line.
LOS light (red) Indicates loss of signal at thelocal end.

Red alarm light (red) Indicates loss of local frame alignment.

Yellow alarm light (yellow) Indicates loss of frame alignment at the remote end.
AlSlight (green) Indicates the presence of all ones on the line.
MFRA light (red) Indicates loss of multiframe alignment.

MFYA light (yellow) Indicates loss of multiframe at the remote end.

Fail light (red) Indicates an error occurred. (First, reset the card with reseted f. If the LED

comes on again, call the Cisco TAC.

Activelight (green) Indicates the card isin service and that circuits are active.
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Figure 4-32 BC-J1 Faceplate
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The TDM Transport Feature

This section appliesto only CVMs (and CDPsin an IPX node) that are Model C. Model C provides
aservice called Time Division Multiplexing Transport (TDM Transport). TDM Transport bundles
DS0sto form asingle, transparent connection through the network. TDM Transport ismost valuable
for transporting TDM data from trunks in older, non-Cisco WANS. For setup instructions, see the
Cisco |GX 8400 Series Installation and Configuration publication and the command descriptionsin
the Cisco WAN Switching Command Reference publication.

Model C Features

The Model C firmware features are as follows:

Model C Limitations

A collection of properly configured data connections behaves asasingle, transparent connection.
A single connection can be from 1 to 8 DS0s (64 to 512 Kbps).

TDM Transport supports inverse multiplexing support.
The maximum rate is 2 Mbps.
The supported line coding is 8/8 on the circuit and trunk interfaces.

TDM Transport service preserves DS0 alignment within frames.

The limitations on TDM Transport within Model C firmware are as follows:

Inverse Multiplexing

TDM Transport supports bundled data connections only—no voice or DS0A.
Circuit timing cannot come from user equipment.

Pleisochronous clocking is not allowed.

Super-frame alignment is not preserved.

Framing bits are not transported.

A CDPor CVM with Model C firmware is compatible only with other CDPs or CVMsthat have
Model C firmware.

Connectionson any CVM or CDP with Rev. C firmware must terminate on only one other CVM
or CDP.

The parameter “Max. Network Delay of CDP-CDP High Speed Data Connections’ must not
exceed 45 ms.

The difference in delay due to propagation and maximum trunk queuing cannot exceed 25 ms.
For example, one connection taking one hop and another taking six hopsis not allowed.
Likewise, a connection over a satellite link and another over aterrestrial link is not allowed.

For loopbacks on aCDP or CVM with Rev. C firmware, the card must have only one connection.

To achieve full T1 and E1 rates on asingle CVM or CDP, TDM Transport supports inverse
multiplexing. Figure 4-32 showsasimple example. Inthisexample, thethree bundled 512-K bps data
connections symbolized by the arrows add up to a T1 connection.
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This section describes the Frame Relay service cards. The Frame Relay cards consist of the UFM
(Universal Frame Module) family of front and back cards and the FRM (Frame Relay Modul€)
family of front and back cards. Thefirst part of this section containsinformation that appliesto both
the UFM and FRM card sets. Subsequent sections contain information that is particular to individual

front and back cards. The Frame Relay and individual card topics are:

® |ntroduction to Frame Relay on the IGX switch

® UFM front cards

® UFI back cards, which havethe T1, E1, V.35, X.21, and HSSI interfaces

® FRM front cards, which exists in a channelized and an unchannelized version

® FRI back cards, which havethe T1, E1, V.35, and X.21 interfaces

® FRM-2 front card and FRI-2 back card, which support the Port Concentrator Shelf (PCS)

® Framerelay port redundancy
¢ Card self-test
® Port Testing

See the Cisco IGX 8400 Series Installation and Configuration publication for installation steps. For
technical details on the line types of individual back cards, see the appendix titled “ System
Specifications’. For adescription of Frame Relay on a FastPAD, seethe section titled “ Data Cards”

later in this chapter.
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Introduction

This section lists information that appliesto Frame Relay service. Thefirst list describes functions
at the node-level and the network interface. The second list contains card-specific information.

An IGX Frame Relay network features the following:
® A Permanent Virtual Circuit (PVC) service.

® ThreelLoca Management Interface (LMI) protocols: ANSI Annex D, the ITU-T (CCITT) Annex
A, and aCisco LMI. LMI protocols operate between the user device and the network. LMI isthe
only supervisory signaling on alogical port.

® A frame-forwarding service. This service forwards al valid HDLC frames from one port to a
single port in the network without Frame Relay header processing or LMI control. For example,
aworkstation that transmits HDL C frames can connect to asingle Frame Relay port on an FRM.
To use this feature, the entire physical port must be dedicated to that workstation.

The UFM supports frame-forwarding with network interworking but not service interworking.
® Bundled connections.
® Explicit congestion notification.
The FRM and UFM front cards perform the following functions:
® Packetize and depacketize Frame Relay data frames.
® Provide frame multiplexing and demultiplexing by using the DLCI field.
® Regulate the flow of dataframesinto the network to prevent congestion.
® |nspect frames to ensure they are within size limits and consist of an integer number of octets.
® Support service interworking (UFM series only).

® Support intelligent communication with user devices to share information on addition, deletion,
congestion, and alarms of the multiple PV Cs on each port.

® Perform CRC check to detect transmission errors.

® Perform (and report the results of ) loopback testsfor internal, local external, and remote external
tests to modems or NTUs. (Loopback tests do not apply to T1 or E1 lines.)

On the receiving end, the UFM, FRM, or FRM-2 card set checks arriving frames against the
embedded Frame Check Sequence (FCS) code and discards any non-compliant frames.

The card places Frame Relay datainto FastPackets. Frame relay flag bytes and bit-stuffing provide
frame delimiting and transparency. If a user-data byte has a value of hexadecimal 7E, the card
changesit by inserting Os, so that the card does not processthe byte asaflag. (The Frame Relay card
uses flag bytesto fill partial FastPackets.)

Maximum Connections Per Port With Signaling Protocols

For any Frame Relay card set that has a maximum frame length of 4510 bytes, the type of signaling
protocol you may (optionally) specify with enffrport resultsin alimit on the number of connections
per physical or logical port. The maximum number of connections per port for each protocol is:

® For Annex A: 899
® For Annex D: 899
® For StrataLMI: 562
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Neither addcon nor cnffrport prevents you from adding more than the maximum number of
connections on a port. (You might, for example, use cnffrport to specify an LMI when too many
connections for that particular LMI aready exist.) If the number of connectionsis exceeded for a
particular LMI, the LMI does not work on the port, the full status messagesthat result are discarded,
and LMI timeouts occur on the port. A port failure results and also subsequently leads to a-bit
failuresin other segments of the connection path.

Frame Relay Over T1 and E1 Lines

On an IGX node, Frame Relay over aT1 or E1 line requires one of the following combinations:
® FRM front card with an FRI-T1 or FRI-E1 back card
® UFM-4C or UFM-8C front card with UFI-8T1-DB15, UFI-8E1-DB15, or UFI-8E1-BNC

A Frame Relay TL/E1 connection can terminate on any Frame Relay Interface—V.35, X.21, T1
or EL

Framerelay over aT1 or E1 interface supports groups of DS0 timeslotsin alogical port. A logical
port isasingle DSO or a group of contiguous DSOs. Logical ports consisting of multiple DS0s
operate at the full rate of 64 Kbps per timeslot. If alogical port consists of asingle DSO, you can
configure either 56 Kbps or 64 Kbps. See Figure 4-34.

If the rate on alogical port is 56 Kbps, the Frame Relay interface strips the least significant
(signaling) bit from the incoming octet and putsa 1 in the least significant bit of the outgoing octet.
The 56-Kbps rate typically appliesto a groomed Digital Data Services (DDS) circuit that uses a
TUE1 line.

Note E1 reservestimesiot 16, sotimeslot 16 isunavailablefor channel-associated signaling (CAS).
With common channel signaling (CCS), however, timeslot 16 carries data. See cnfln in the Cisco
WAN Switching Command Reference publication for information on how to specify signaling.
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Figure 4-34 Multiple and Single DSOs Forming a Logical Port
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Universal Frame Module

The Universal Frame Module (UFM) cards support a much higher port density than the FRM cards
and support ELMI and Frame Relay-to-ATM service interworking. The front card (UFM-4C or
UFM-8C) can support Frame Relay traffic on a maximum of 4 or 8 T1 or E1 ports on aback card.
Thefront card (UFM-U) can support Frame Relay traffic on 12 V.35 ports, 12 X.21 ports, or 4 HSSI
ports on a back card.

The next sections describe the UFM-C card sets. Subsequent sections describe the UFM-U card sets.

UFM-C Front Card

The Universal Frame Model (UFM-C) supports either 4 or 8 T1 or E1 ports per back card. The
UFM-4C supports 4 ports regardless of the presence of the 8 connectors on the UFI back card. The
UFM-8C supports all 8 ports. Both models of the UFM-C support 1 to 24 or 1 to 31 DSO0s per
physical line.

The UFM-C can also operate unchannelized for E1 only, with 32 DS0s constituting one
unchannelized E1. In the unchannelized mode, one logical E1 port mapsto one E1 line.

Table 4-31 lists the front and back cards described in this and subsequent sections.

Table 4-31 Channelized UFM Card Sets
Front Cards Back Cards
UFM-4C UFI-8T1-DB15
UFI-8E1-DB15
UFM-8C UFI-8E1-BNC
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The characteristics and functions of the UFM-C are as follows:

® Upto 1000 logical channels per card. All 1000 logical channels can be on asingle physical line
or configured across multiple lines.

® Maximum total throughput of 16 Mbps—2.048 Mbps per port

® Upto248logica ports, which map in any contiguous manner to the physical lines. The numbers
available for identifying the logical portsis actually 1-250.

® Frameforwarding is available for each logical port (specified with the addcon command).
® Front card support for either four or eight T1 or E1 lines on the eight-line back card.
® Each T1(DSL) isconfigurable for 1 to 24 (T1) or 31 (E1) Frame Relay data streams.

® Therate of each data stream is configurable as 56 Kbps or n x 64 Kbps (where 1 <= n <= 24 for
Tland1l<=n<=32for El). If adatastream occupies morethan onetimeslot, the timesl ots must
be contiguous. Thetotal for al ratesisno morethan 1.536 Mbpsfor T1 (56 Kbps occupy 64 Kbps
channels for the calculation of thislimit).

® Maps, segments, and reassembles Frame Relay frames to and from FastPackets.
® Each stream meets ANSI T1.618 using two-octet header.

® |nterfaces configurable as a Frame Relay UNI or a Frame Relay NNI.

® Generates CLLM messages for congestion notification across NNIs.

® SupportsCCITT Q.933 Annex A, ANSI T1.617 Annex D, and Cisco LMI local management for
Semi-Permanent Virtua Circuits.

® With back card, consumes up to 60 Watts at -48 VDC.

® Usage Parameter Control (UPC) in accordance with ITU-T recommendation 1.370.

® Supports the basic connection types of normal, grouped, and frame forwarding (no bundling).
® Supports service interworking.

® Supports E-LMI (Enhanced LMI).

Figure 4-35 shows a UFM-C faceplate. If the [abel on the faceplate shows“UFM C,” the front card
isaUFM-8C, which most UFMs are. The UFM-4C label shows“UFM-4C.”
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Figure 4-35 UFM-C Faceplate
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Table 4-32 UFM-C Faceplate Indicators
LED Meaning
Active (green) Onindicates card is active.
Fail (red) On indicates self-test has detected a card failure.
Major (red) A linefailure has been locally detected on one or more of the receive ports.
Minor (yellow) A line failure has been detected at the remote end on one or more of the

receive ports.
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UFI-8T1 Back Card

The Universal Frame Interface 8T1 (UFI-8T1-DB15) back card has 8, bi-directional, DB15
connectors. See Figure 4-36. For each port, onetri-color LED displaysthe status, as the emphasized
area of Figure 4-36 shows. Thelineisinactiveif the LED is off. See Table 4-33.

Figure 4-36 UFI-8T1-DB15 Faceplate
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Table 4-33 UFI 8T1 Port LED Indicators

LED Meaning

Green Onindicateslineis active.

Red Onindicateslineis active, but alocal alarm was detected.
Yellow Onindicatesline is active, but aremote alarm was detected.

UFI-8E1 Back Cards

Universal Frame Interface 8E1 cards have connectors for 8 E1 ports. The UFI-8E1-DB15 has 8
bi-directional DB15 connectors. The UFI-8E1-BNC has 16 BNC connectors (2 per port). See
Figure 4-37. Each port has atri-color LED for status display. See Table 4-34. Thelineisinactiveif
the LED is off.

Table 4-34 UFI 8E1 Faceplate Indicators

LED Meaning

Green Onindicateslineis active.

Red Onindicateslineis active, but alocal alarm was detected.
Yellow Onindicates lineis active, but aremote alarm was detected.
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Figure 4-37 UFI-8E1-DB15 and UFI-8E1-BNC Faceplates
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UFM-U Front Card

This section contains the following:

An outline of the operational features of the UFM-U card set.

A table and description of the user-selected modes of the UFM-U card set

A table and description of the cablesin the UFM-U card set

An illustration and explanation of the UFM-U faceplate with its LED indicators

The back cards that provide line interfaces to the UFM-U are the:

UFI-12V.35 (12 ports)
UFI-12X.21 (12 ports)
UFI-4HSS! (4 ports)

The features and operational characteristics of the UFM-U card sets are as follows:

Maximum port speeds of 16 Mbps on the HSSI and 10 Mbps on the V.35 and X.21 interface.
The UFM-U can sustain an aggregate throughput of up to 16 Mbps.

The sum of all clock rates can be 24 MHz even though the actual throughput is 16 Mbps.
Supports up to 1000 channels. You can allocate the channels across the Frame Relay streams.
Provides delimiting, alignment, and transparency (bit-stuffing) for HDL C frames.

Meets ANSI T1.618 (a 2-octet DLCI Frame Relay Data Transfer Protocol is supported).

Supports E-LMI (enhanced LMI), Stratal M1, T1.617 Annex D, and CCITT Q.933 Annex A
Frame Relay signaling protocols.

The front card maps, segments and reassembles Frame Relay data streams to and from
FastPackets by using protocols and methods compatible with an FRP or FRM.

Supports Frame Relay UNI or NNI on a per channel basis.

The UFM-U generates CLLM messages for congestion notification across NNIs and UNIs.
Supports policing on the ingress direction.

Supports Explicit Congestion Notification.

Applies zero-suppression to the payload space of FastPackets.

Collects statistics for ports and connections.

Supportsinternal and external loopback terminations.

Supports per PV C loopback termination at the Cellbus.

Supports Frame Relay to ATM service interworking.

Detects and discards frames that are corrupted during transmission on the IGX node.
Supports frame forwarding.

Supports CIR=0 aswell asa CIR of less than 56 Kbps.

Supports looped clocks (V.35 only).

Supports Y-cable redundancy on all portsfor V.35 and X.21, one port on HSSI.

The UFM-U monitors port speed. It allows up to 2% over-speed for datarates above 1 Mbps and
5% over-speed for data rates below 1Mbps. Over-speed causes a minor alarm.
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The aggregate throughput you can configure across al portsis 24.576 Mbps. The 24.576 Mbpsis
the maximum line speed and isthe over-subscription ceiling. The actual datathroughput of the card
depends on the hardware and the frame size. Asthe frame size decreases, the throughput decreases.
With aframe size of 200 bytes of more, for example, the sustainable throughput is 16.384 Mbps.
With 100-byte frames, data may be dropped if the rate is 16.384 Mbps for significant time periods.

For adescription of Cisco Frame Relay technology, see the Cisco System Overview publication.

UFM-U Faceplate

Figure 4-38 shows the faceplate of the UFM-U. Table 4-35 describesits LED indicators. The first
two columns of Table 4-35 shows the names of the LEDs and possible combinations of on and off
states. The “Description” column describes the meaning of the LED states.

Figure 4-38 UFM-U Faceplate
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Table 4-35 UFM-U Card LED Indicators
Description

Major LED Minor LED The Mgjor and Minor LEDs apply to the UFM-U only.

Active LED Fail LED

Unlit Unlit Card power is off.

Unlit Red Card power is on, but no activation has been received; or an activation
message has been received, but the card failed.

Green Red A background diagnostic has failed.

Green Unlit The card is active, and no failures have been detected.

Port Speeds on the Unchannelized UFM

This section describes how to specify active ports and the maximum speed allowed on each active
port. Specifying the maximum speed for active ports requires careful planning, and this section
provides the information for understanding and planning the port specification.

The hardware does not permit random combinations of speeds acrossthe ports. Hardware constrains
the speeds to certain combinations of maximum rates on active ports. The combination of maximum
speeds and active port numbersis called the mode of the card. Table 4-36 shows the maximum port
speeds and additionally groupsthe ports under aletter. If you need to change the mode of acard after
connections have been added, you must consider these port groups. The forthcoming section titled
“Changing the Mode of a UFM-U" describes the application of port groups.

In rows 1 through 27 of Table 4-36, the numeric value isthe maximum bit rate for the V.35, X.21, or
HSSI port. The V.35 and X.21 ports have column headings 1 through 12 (and subheadings consisting
of agroup letter), and the HSSI port numbers are 1 through 4.

The maximum aggregate throughput is 16 Mbps. Notethat, although the cnfmode command letsyou
specify the maximum for each active port, you specify the actual bit rate for a port with either the
cnfport or enffrport command. In Table 4-36:

® 3 means 3.072 Mbps.
® 8 means8.192 Mbps.
® 10 means 10.240 Mbps.

® - Indicatesthe port is not usable for this mode.

Note Asyou use Table 4-36, keep in mind that the maximum, continuous throughput is 16 Mbps.
When planning or adding connections, you must be sure that the total bandwidth of the connections
acrossall portsfor the mode of the UFM-U does not exceed 16 Mbps. You cannot add the maximum
rates on each port for a given mode and take that to be the maximum throughput for the card.
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Table 4-36 Maximum Port Speed Modes on the UFI Back Cards
V.35 and X.21 Ports HSSI Ports
Group A Group B Group C A B
Mode 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4
1 3 3 3 3 3 3 3 3 8 8 8 8
2 -8 - - 8 8 - 8 - 16 - 16 -
3 0 - - - 10 - - 0 - - - 16 - - -
4 8 - 8 - 3 3 3 3 3 3 3 3
5 00 - - - 3 3 3 3 3 3 3 3
6 8 - 8 - - 8 - 3 3 3 3
7 10 - - - - 8 3 3 3 3
8 00 - - - 10 - - 3 3 3 3
9 10 - - - 8 - 8 - 8 - 8 -
10 10 - - - 10 - - - 8 - 8 -
11 3 3 3 3 - 8 - 3 3 3 3
12 3 3 3 3 3 3 3 8 - 8 -
13 3 3 3 3 10 - - 3 3 3 3
14 3 3 3 3 3 3 3 3 10 - - -
15 8 - 8 - 3 3 3 8 - 8 -
16 3 3 3 3 - 8 - 8 -
17 8 - 8 - 10 - - 3 3 3
18 8 - 8 - 3 3 3 3 10 - - -
19 3 3 8 - 8 - 10 - - -
20 3 3 10 - - - - -
21 10 - - - 3 3 - -
22 0 - - - 3 3 10 - - -
23 3 3 3 3 10 - - - 10 - - -
24 - 8 - 10 - - - 8 - 8 -
25 - 8 - - 8 - 10 - - -
26 10 - - - - 8 - 10 - - -
27 8 - 8 - 10 - - - 10 - - -
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Changing the Mode of a UFM-U

Initially, an unchannelized UFM card set comes up in mode 1. To specify another mode, use either
cnfmode or enfufmumode. The preferable time to specify a mode is before you add connections.
After connections exist on the card, you must delete some or al connections and down ports before
you change the mode. To change the mode of a card set, you must first delete all the connectionsin
agroup and down all the active portsin agroup if any maximum port speed changesin agroup asa
result of the mode change. This requirement means you may or may not have to delete connections
in aparticular group. Use Table 4-36 to follow two examplesthat illustrate what you must do before
you change modes.

1 If you change from mode 1 to mode 4 and connections exist on ports 1, 3, and 9-12, you must
delete connections on 1 and 3 only and down these ports (no change in maximum speed on 9-12).

2 If you change from mode 2 to 9 and connections exist on all active ports, you must remove
connections from ports 1 and 3 then down these ports (and rel ocate the connections from port 3
to port 1).

The steps for changing the mode of a UFM-U when connections exist on the card is as follows:

Step1  Usethedelcon command to remove all connectionsin any group where any maximum
port speed changes because of the mode change.

Step 2  Usethednport command to deactivate al portsin any group where any maximum port
speed changes because of the mode change.

Step 3 Usethecnffrport command to configure new port speeds (at or below the new maximum
resulting from the mode change).

Step 4  Usethe cnfmode command to change the mode.

Step5  Usetheupport command to activate the inactive portsthat are operational under the new
mode.

Step 6  Useaddcon to add connections as needed.

Cabling for the UFM-U Back Cards

This section describes the standard cabling and the Y-cabling scheme for the unchannelized back
cards. The back cardsarethe UFI-12V.35, UFI-12X.21, and UFI-4HSSI. Because of the port variety
and because the cables are either DCE or DTE, a significant number of cable configurations exist.
Table 4-37 shows cable names, part numbers, and descriptions.

The connectors on the UFI cards are high density. Each UFI-12V.35 and UFI-12X.21card has 6,
60-pin connectors. Each of these connectors has two ports. If your specification dictates that both
ports on a connector are active, you must have a cable with wiring for two ports. If a part number in
Table 4-37 has the form “CAB-2...,” the cable has wiring for two ports. Note that if both portson a
connector are active, both ports must be either DCE or DTE because the cable itself is either DCE
or DTE. If aconnector has only one active port, the cable can be the less expensive, single-port
version. A HSSI connector has 50 pins and supports one port.
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Table 4-37 UFM-U Cables

PCB Destination
Card Model Number Connector Connector Cable Description
HSSI CAB-HSI 1 50-pin Male 50-pin Male HSSI Cable, UFI is DCE
HSSI CAB-HS1-DTE 50-pin, Male 50-pin Male HSSI Cable, UFI isDTE
HSSI CAB-Y-HS1 Two, 50-pin 50-pin Male HSSI Y-cable, 3 feet

Male
V.35 CAB-V35MC DB60F V.35 V.35 Cable, DCE, Male, 10 ft.
V.35 CAB-V35MT DB60F V.35 V.35 Cable, DTE, Male, 10 ft.
V.35 CAB-V35FC DB60F V.35 V.35 Cable, DCE, Female, 10 ft.
V.35 CAB-V35FT DB60F V.35 V.35 Cable, DTE, Female, 10 ft.
X.21 CAB-X21IMT DB60F X.21 X.21 Cable, DTE, Male, 10 ft.
X.21 CAB-X21FC DB60F X.21 X.21 Cable, DCE, Female, 10 ft.
V.35 CAB-2V35MT DB60 Made Two V.35 V.35 Cable, DTE, Male 10 feet
V.35 CAB-2V35FC DB60 Male Two V.35 V.35 Cable, DCE, Female 10 ft.
V.35& CAB-Y-UFI 2xDB60 Male DB60 Female UFI-specific Y-cable
X.21
X.21 CAB-2X2IMT DB60 Male Two X.21 X.21 Cable, DTE, Male, 10 ft.
X.21 CAB-2X21FC DB60 Male Two X.21 X.21 Cable, DCE, Female, 10 ft.

Port redundancy through the use of a Y-cable requires two card sets, at least one Y-cable, and the
standard cabling. On a UFI-4HSSI, Port 1 isthe only port that supports Y-cable redundancy. On the
V.35 and X.21 UFIs, redundancy at more than one connector requires a corresponding number of
Y-cables and standard cables. The standard cables are either single-port for HSSI, V.35, or X.21 or
dual-port for the X.21 and V.35 UFIs.

To set up the Y-cabling, you attach abranch of the“Y” at the primary and redundant connectorsthen
attach the near end of the standard cable to the base of the “Y.” Figure 4-39 illustrates single and

dual-cabling in a Y-cable setup. The single-cable arrangement appliesto HSSI, V.35, and X.21. The
dual-port redundancy setup appliesto aUFI-12X.21 or UFI-12V.35, where both portswithin the UFI
connector are used in a Y-cable redundancy scheme.
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Figure 4-39 Y-Cabling With a UFI-4HSSI, UFI-12V.35, or UFI-12X.21 Port
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UFI-12V.35 Back Card

The UFI-12V.35 has six connectors. Each connector contains two V.35 ports. Each port has a
tri-color LED to indicate its status. Because each connector supports two ports, each connector has
two associated L EDs. Figure 4-40 shows the faceplate of the UFI-12V.35, and Table 4-38 describes
the significance each color of the LED.

You can configure each port on the UFI-12V.35 to use hormal clocking or alooped clocking, then
configure the port to run at one of the following speeds:

® 56 Kbps
® nx64Kbps(wheren=1... 32)
® nx1.024 Mbps (wheren=2 ... 10)

Figure 4-40 UFI-12V.35 Faceplate
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Table 4-38 UFI-12V.35 Faceplate Indicators

LED Meaning

Green Indicates lineis active and functional.

Red Indicates lineis active but either has no cable or the wrong cable or is running over-speed.
Yellow Indicates the line is active and in loopback mode.

Off Indicates that either the port isinactive or has no power.

UFI-12X.21 Back Card

The UFI-12X.21 has six connectors. Each connector contains two X.21 ports. Each port has a
tri-color LED to indicate its status. Because each connector supports two ports, each connector has
two associated LEDs.

You can configure each port on the UFI-12X.21 to use normal clocking or alooped clocking, then
configure the port to run at one of the following speeds:

® 56 Kbps

® nx64Kbps(wheren=1... 32)

® nx1.024 Mbps (wheren=2 ... 10)

Figure 4-41 shows the faceplate of the UFI-12X.21, and Table 4-39 describes the significance each

color of the LED.

Table 4-39 UFI 12-X.21 Faceplate Indicators

LED Meaning

Green Indicateslineis active and functional .

Red Indicates line is active but either has no cable or the wrong cable or is running over-speed.
Yellow Indicates the lineis active and in loopback mode.

Off Indicates that either the port isinactive or has no power.
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Figure 4-41 UFI-12X.21 Faceplate
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UFI-4HSSI Back Card

The UFI-4HSSI has four connectors. Each connector has atri-color LED for status. Figure 4-42
showsthe UFI-4HSS]| faceplate. Table 4-40 describes the significance each color of the LED. Using
cnffrport, you can configure each port with a speed that isamultiple of 1 Mbps up to the maximum
for the mode of the card (see the section titled “ Port Speeds on the Unchannelized UFM™).

Figure 4-42 UFI-4HSSI Faceplate
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Table 4-40 UFI-4HSSI Faceplate Indicators

LED Meaning

Green Indicates line s active and functional .

Red Indicates line is active but either has no cable or the wrong cable or is running over-speed.
Yellow Indicates the lineis active and in loopback mode.

Off Indicates that either the port isinactive or has no power.
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Frame Relay Module (FRM)

The Frame Relay Module (FRM) front card supports 1 to 4 data ports and, in single-port mode,
operates at up to 2.048 Mbps.

Note FRM front cardsexist in two forms. One uses an ACM 1 adaptor. The other isasingle-card or
“native” version. Functionally they areidentical. For the single-card version, the minimum firmware

revisionis“V."

Table 4-41 Frame Relay Module (FRM) Card Sets

Front Card Model Back Card Model

FRM Frame Relay Module, unchannelized D FRI-V.35 B
FRI-X.21 A

FRM Frame Relay Module, channelized (with 31 channels) E FRI-T1 or FRI-E1 A

FRM2 Frame Relay Module, Port Concentrator Shelf F FRI2-X.21 A

FRM Features and Functions
The FRM supports a maximum port speed of 2.048 Mbps plus the following features:

® Bundled connections

® Frameforwarding

® GMT request/response

® Explicit Congestion Notification (ECN)
® Multicast services

® ForeSight dynamic congestion avoidance
® AIlPapplications

® Enhanced V.35 loopback test

® T1and E1 Frame Relay port interfaces

® Network-to-Network Interface (NNI) ports for V.35 and X.21 Frame Relay connections that
extend across a Cisco network to a foreign network

® Network-to-Network Interface (NNI) portsfor T1 and E1 Frame Relay connections

The FRM can support amaximum of 252 virtual circuits (PV Cs). PV C distribution can crossall four
portsif they do not exceed the 252 PV C limit and the limit of 2.048 Mbps per FRM.

Bundled and grouped connections are software groupings of multiple virtual circuitswithinasingle
routing connection. Grouping allows a node to support up to 1024 virtual circuits, which isthe
logical equivalent of four FRMs.
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Frame Relay Card Redundancy

Frame relay card redundancy can be provided through a second card set in adjacent slotsand a
Y-cable between each port that connects to the user-equipment. See Figure 4-43 for an illustration.
The hardware kits for this feature contain a second Frame Relay card set, a set of Y-cablesto
interconnect the two card sets, and any other piecesthat apply to the card types. Y-cable redundancy
is not possible using back cards with different interfaces, such asan FRI T1 and FRI V.35.

Figure 4-43 Frame Relay Port Redundancy
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Frame Relay Interface (FRI) V.35 Card

The Frame Relay Interface V.35 (FRI-V.35) is afour-port back card to the FRM card. Two models
of the FRI-V.35 can support the FRM:

® FRI-V.35Model A—supportscomposite datarates up to 1.024 Mbps and providesaCCITT V.35
interface for each port.

® FRI-V.35 Model B—supports composite data rates to 2.048 Mbps with V.35 interface.
The FRI-V.35 has the following functions and features:

® |nterfaces 1to 4 Frame Relay ports via 34-pin MRAC connector (Winchester, female)
® RTS,CTS,DSR, DTR, DCD, LLB, RLB, and TM control leads supported

® Handles up to 252 virtual circuits per card

® Hardware jumpersto configure the interface as DCE or DTE

® Supports normal and looped clocking

Figure 4-44 Frame Relay V.35 Connectors and Indicators
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Table 4-42 shows the relationship between the number of ports used on the FRI and maximum
operating speed for each port. Model A FRM and FRI cards are included for early users who may
not have updated the cards. Note that the port numbers start at the top on the FRI faceplate.
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Table 4-42 Port Speed Combinations
Firmware One Port Two Ports Three Ports Four Ports
A/A £ 256 £ 256 £ 256 £ 256
1024 0 0 0
B/A £ 256 £ 256 £ 256 £ 256
£ 336 £ 336 £ 336 0
£512 £512 0 0
1024 0 0 0
C/IA £ 256 £ 256 £ 256 £ 256
£ 336 £ 336 £ 336 0
£512 £512 0 0
1024 0 0 0
C/B One port can operate at 2048 or 1920. Combinations of ports can add up to
D/B 2048 Kbps. If one port is 1920 or 2048, no other port can be active.

Frame Relay V.35 Port Numbering
Each Frame Relay logical channel has a number in the form:

dlot.port.dici
where
® Slot isthe number of the front and back slots where the FRM and FRI-V.35 reside.
® Port isthe back card port number in the range 1 to 4.

® DLCI istheidentification number for the PVC. The usable range of DLClsis 16-1007. The
reserved DL Cls are 0-15 and 1008-1023.

FRI-V.35 Data Clocking

Thetwo clocking modesthat the FRI supportsare normal and looped. Figure 4-45illustratesthe two
modes. Notethat the direction for the clock and dataisreversed for the two FRI mode configurations
(DCE or DTE), asfollows:

® |f the FRI is DCE with normal clocking, it provides both transmit and receive clock to the user
device.

® |f the FRI isDTE with normal timing, the user device provides both the transmit and the receive
clock.

® |f the FRI isaDCE with looped timing, the user device provides the transmit clock on the EXT
XMT CLK line, and the FRI provides the receive clock to the user device.

® |f the FRI isDTE withlooped timing, it provides the transmit clock onthe EXT XMT CLK line,
and the user device provides the receive clock.
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Figure 4-45 Frame Relay Data Clocking Modes
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Note Clock islooped by the FRI instead of the user device.

Figure 4-46 illustrates the FRI-T1 and FRI-E1 back cards.
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Loopbacks

Figure 4-46
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The IGX node does not support port loopbacks (tstport and addextlp command) towards the IGX
node. In contrast, for V.35 and X.21 interfaces only, you can set up connection loopbacks towards
the facility by using the addloclp and addrmtlp commands.

FRM-FRI Compatibility

The firmware on the front card must match the type of interface on the back card. Rev D firmware
on the FRM supports X.21 and V.35 protocols. Rev E firmware on the FRM supports T1 and E1

protocols. The Display Card (dspcd) command indicates the type of back card that the FRM
firmware supports and reports any mismatch.

Frame Relay

Interface for X.21
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same as the FRI-V.35. You can configure each port as either aDCE or aDTE. Another FRI card is
the FRI-2-X.21. Thisistheback card that providestheinterface between the Port Concentrator Shelf
(PCS) and the FRM-2. See the section titled “ FRM-2 Interface to the Port Concentrator Shelf.”

The FRI-X.21 uses leased line service for international networks. The V.35 version is for domestic
(U.S.) use and also uses aleased line service for its connections. The FRI-X.21 back card features:

® Four Frame Relay data portswith CCITT X.21 interface through DB15 connectors.
® Support for all standard X.21 datarates up to 2.048 Mbps.

® Support for C (control) and | (indication) control leads.

® Daughter board used to configure FRI as DCE or DTE.

® Card redundancy option provided by Y-cable and standby card pair.

FRI configuration supports one to four ports. The configuration depends on the maximum speed
reguirement (the card itself has amaximum composite speed). Figure 4-47 showsthe FRI faceplate.
Table 4-44 lists the available port operating speeds.

Any one port can operate at 2048 Kbps. Any combination of ports can equal 2048 Kbps. If aport is
operating at 2048 Kbps, it must be port 1, and no other port can be active. Numbering of the 4 DB15
connectors starts at the top of the faceplate. Table 4-45 lists the cable and pinouts for an X.21 port.

Table 4-43 FRI Card Types

Back Card Interface Type Ports Connector

FRI-X.21 X.21 4 ports DB15 Sub miniature, female
FRI-V.35 V.35 4 ports 34-pin MRAC type (Winchester), female
Table 4-44 Frame Relay Port Speeds Available

Individual Timeslots Maximum Aggregate Rate

Any multiple of 56 Kbps Upto 1.792 Mbps

Any multiple of 64 Kbps Up to 2.048 Mbps

Table 4-45 FRI-X.21 Port Pin Assignments (DB 15-connector)

Pins Mnemonic Full Name Mode

1 Gnd. Protective (Shield) ground DTE and DCE
8 Sig. Gnd. Signal ground DTE and DCE
3/10 C Control DTE and DCE
5/12 I Indication DTE and DCE
2/9 TxD Transmit Datafrom DTE DTE

4/11 RxD Receive Datato DTE DCE

6/13 S Clock Out (DCE), Clock In (DTE) DCE
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Figure 4-47 Frame Relay X.21 Connectors and Indicators
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X.21 Data Clocking
The FRI-X.21 supportsonly normal clock mode. Thedirection of the clock and datalinesisreversed
if the FRI is configured asa DCE or asa DTE asfollows (see Figure 4-48):

® |f the FRI is configured as a DCE, it provides a clock signal to the user device (DTE) on the S
(clock) lead. This clock is synchronous with the node timing.

® |f the FRI is configured as a DTE, the FRI-X.21 receives clock from the user device (DCE) on
the S (clock) lead.
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Figure 4-48 Frame Relay Data Clocking Modes
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Y-Cable Redundancy and Port Modes

The Y-cable redundancy kits for the FRI-X.21 and FRI-V.35 contain four extra daughter cards for
specifying individual ports as either DCE or DTE. The extra daughter cards are 200-Ohm versions
for the FRI aready installed. The higher impedance cards are necessary because of circuit behavior
at higher speeds when the two interfaces are in parallel (by way of the Y-cable).

Card Self Test

Aswith al IGX cards, the FRI-X.21 includes internal diagnostic routines that periodically test the
card’s performance. These self-test diagnostics automatically start and run in background. They do
not disrupt normal traffic. If afailureis detected during the self test, the faceplate red Fail LED is
turned on. The operator can also view the statusat the control terminal by executing the Display Card
(dspcd) command.

A report of acard failure remains until cleared. A card failureis cleared by the Reset Card (r esetcd)
command. The two types of reset that resetcd can do are hardware and failure. The failure reset
clearsthe event log of any failure detected by the card self-test but does not disrupt operation of the
card. A reset of the card firmware is done by specifying a hardware reset. This reboots the firmware
and momentarily disables the card. If aredundant card is available, the hardware reset causes a
switch over to the standby card.
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Port Testing (X.21)

The X.21 Frame Relay ports and any associated external modems, CSUs, or NTUs can be tested
using data loopback pointsin the circuit path. The three possible loopbacks for X.21 Frame Relay
ports are:

® Aninternal loopback of the port
® A loopback of the near end (local) modem
® A loopback of the other end (remote) modem

The modems must be compatible with the Cisco loopback protocol. For information on supported
modems and protocols, refer to the appendix titled “ Peripherals Specifications’ in the Cisco IGX
8400 Series Installation manual. Also, refer to the Cisco WAN Switching Command Reference for
protocol regquirements for the addextlp, addloclp, and addr mtlp commands. For information that
applies to loopbacks on the FRM-2/FRI-2 and PCS, see the descriptions of these loopback
commands in the Cisco WAN Switching Command Reference. If these sources fail to clarify a
particular situation, contact the Cisco TAC.

All threeloopbacks are set up using the tstport command. Only one port at atime can bein loopback
mode for testing.

Theinternal loopback point is established inside the FRI card. Figure 4-49 illustrates the setup. The
FRM generates atest pattern, sendsit out on the transmit circuitry, and detects this pattern on the
receive circuitry. Thistest takes several seconds and momentarily interrupts traffic on the port. The
test runs on a port that isin either DCE or DTE mode.

Figure 4-49 Frame Relay Loopback Modes
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For ports configured for DTE, the two additional tests (local loopback and remote loopback) are
available. For these ports there are two methods of |oopback testing:

® |nTest Mode, the card transmits aloopback data pattern to initiate a loopback. The modems or
NTUs may not recognize this pattern to perform the loopback. The FRI does not care and waits
aprogrammable period of time (default=10 seconds) to send the test pattern. After thetest is
completed, pattern transmission terminates, and the circuit returnsto normal operation. A Model
D FRM isrequired for thistest. Use tstport to display test results on the IGX control terminal.

® Some external equipment supports loopback testing but does not recognize the test pattern (Test
Mode) in the data stream. In these cases, the FRM/FRI togglesthe V.35 LLB (local loopback)
and the RLB (remote loopback) |eads then runs the test pattern. The FRM/FRI still waits the
user-specified time (default=10 seconds) before running the data test pattern. A Model D FRM
isrequired for thistesting. Usetstport to display test results on the IGX control terminal.

Unit Replacement

FRI card replacement is the same as other back card replacement. For back card replacement
procedures, refer to the Cisco IGX 8400 Series Installation and Configuration publication.

FRM-2 Interface to the Port Concentrator Shelf

This section introduces the Port Concentrator Shelf (PCS) for Frame Relay traffic. The PCSisan
external device that expands the capacity of a Frame Relay Module (FRM) to 44 low-speed ports.
This ability to increase the port density of an IGX switch supports more efficient usage for the
common switch equipment. The port parameters are as follows:

® The per-port rangeis 9.6 Kbps through 384 Kbps.
® Thetypica configured rate is 64 Kbps per port or less.
® The maximum total throughput for the 44 portsis 1792 Kbps.

The PCS requires a version of the FRM/FRI card set that is exclusively dedicated to the PCS. The
front card isthe FRM-2. The back card that interfaces the FRM-2 to the PCSis the FRI-2-X.21.
Figure 4-50 illustrates the rel ation ship between the FRM/FRI card set and the PCS. It provides one
or more X.21 links. Each X.21 link is called a concentrated link. In afull configuration, each
concentrated link services one of four 11-port modulesin the PCS. Thismakesatotal of 44 portson
the FRM-2.

Note FRM-2 front cardsexist intwo forms. One uses an ACM 1 adaptor. The other isasingle-card
or “native” version. Functionally they areidentical, and the firmware is the same.

For more detailed information on the PCS, refer to the section on the Port Concentrator Shelf in the
System Manual. For detailed installation instructions, refer to the Port Concentrator Installation
document that comes with each unit. Cabling information for the PCS appears in the cabling
appendix and in the Port Concentrator Installation document.
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Figure 4-50 Port Concentrator Shelf Components
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Terminology
The following terms are used to identify PCS components:

® “FRC” (Frame Relay Concentrator) ports—FRM-2-X.21 ports connected to the PCS, used in
commands such as dspfrcport. These are a'so known as PCS “physical” ports.

® Framerelay logical ports—each of the 44 PCS ports, from the perspective of the IGX interface,
isalogica port. This distinguishes it from aphysical Frame Relay port.

Operation and User Interface

Other than front panel LEDs, the PCS has no user interface because the PCS functions as an
extension of the FRM-2. PCS ports are operated and maintained from the IGX user interface.

The PCS operates within the IGX environment as a Frame Relay card with 44 ports. Existing Frame
Relay commands (cnffrport, upfrport, dnfrport, addcon, delcon, etc.) are the samein syntax and
function. The difference isthat arange of 44 ports can be specified instead of 4. The configuration
of each of the PCSlogical portsis similar to that of non-PCS Frame Relay ports. A Frame Relay

card connected to a PCS notifies the system database and permits the additional portsto be specified.

PCS-to-IGX Interface

This section describes the interface between the PCS and IGX node.

Compatibility
The PCS requires the following:

® System software version 8.1 or later

® FRM-2 front card and FRI-2-X.21 back card
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Note Use of the PCSwiththe FRM-2 isexclusive: the PCS does not work with any other model of
the FRM, and only a PCS works with the FRM-2. For example, if fewer than four PCS modules are
used, unused Frame Relay ports cannot connect to something other than the PCS.

Concentrated Link

The concentrated link refers to the connection between port concentrator and Frame Relay card.
Each module supporting 11 external portsis connected to 1 of the 4 ports on the FRI-2-X.21 back

card.

Configuration

Each of the four composite links between an PCS and I1GX node has a fixed configuration of:
® Speed: 512 Kbps

® FRM-2 physical port: FRI-2-X.21 DCE
® PCScomposite port: X.24/V.11 DTE
The PCS Concentrated Link cableisillustrated in the cabling appendix. Its maximum length is

25 feet. You cannot use a modem to extend this distance.

Activation

FRM-2 firmware interacts with the PCS over composite links only if the FRM-2 is active. The
FRM-2 changes from standby to active state when itsfirst logical port is activated.

upfrport Command

A PCSlogical port associated with an FRM-2 card is activated with the upfrport command. The

upfrport command requires the slot number of the FRM-2 to which the PCSis connected. Enter the
slot number and alogical port intherange of 1-44 (assuming aconnection existsfor all 4 composites
between the PCS and IGX node).

Example: upfrport 4.1

This example indicates that the FRM-2 in slot 4 and concentrated link 1 are connected.

Entering the upfrport command for one port activates all four ports. The following events are
generated by successful activation of four concentrated links. The display is from the example
“upfrport 4.1.”

“Info
“Info
“Info
“Info
“Info
“Info

FRM 4 Activated”

FRM Port 4.1 Activated”

FRM Concentrated Link 4.1 Failure Cleared”
FRM Concentrated Link 4.2 Failure Cleared”
FRM Concentrated Link 4.3 Failure Cleared”
FRM Concentrated Link 4.4 Failure Cleared”

A noticeable delay occurs after upfrport begins executing on the first port. During initial upfrport
execution, the FRM-2 performs first-time configuration, diagnostic, and up/download functions.

If aconcentrated link is not connected or fails to come up, the logical port remainsin afailed state
until either the link comes up or the port is deactivated with the dnfrport command.
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De-activation: the dnfrport Command

The FRM-2 card set returnsto the standby state after you de-activate all 44 logical ports by executing
the dnfrport command.

PCS Port Configuration

When the Frame Relay ports are activated, the IGX node recognizes them as PCS-connected ports.
Subsequently, all applicable Frame Relay port management commands accept logical port numbers
in the form slot.port. The range for port is 1 to 44. Table 4-46 shows the logical ports the PCS
supports. In Table 4-46, slot isthe IGX slot in which the FRM-2 resides.

Table 4-46 PCS Logical Ports
Composite Link PCS Ports
Composite L1 slot.1—dot.11
Composite L2 slot.12—dot.22
Composite L3 dot.23—d0t.33
Composite L4 slot.34—sdlot.44

Interface Hardware Configuration

Theinterface and clocking characteristics for each PCS port isindependently configured to be V.11
(X.21), V.35, or V.28 by inserting the required interface card (or “ICARD") into the associated slot
in the PCS. For detailed information on PCS hardware interfaces, refer to the Port Concentrator
Installation document. This document comes in the PCS shipping container.

The IGX node does not have the capacity to read the type of interface present for the PCS port. The
values you enter under Interface Type with the cnffrport command appear in the display only and
cannot be checked against the hardware.

The cnffrport Command

You configure a PCS with the cnffrport command. With the following limitations, all parameters
for the enffrport command are supported:

1 For each group of 11 logical ports, the total speed must be 384 Kbps or less. The remaining 64
Kbps of composite link speed is reserved for control information. Thistotal consists of only
active ports.

2 Thedefault port speed is 38.4 Kbps (instead of 256 Kbps for non-PCS ports).

3 Each PCSlogical port supports speeds of 9.6, 14.4, 16, 19.2, 32, 38.4, or 48 Kbps. Higher speeds
(56 to 384 Kbps) are valid as long as your configuration stays within limitation 1, above.

4 Only the active Interface Control Template is supported by the PCS.
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Port Statistics

All Frame Relay summary and interval statistics are kept for PCS ports. The PCS and FRM-2 share
responsibility for statistics collection on PCS ports. The PCS maintain counters for:

® CRC errorson received frames

® Aborted/underrun on received frames
® Transmit frames discarded

® Transmit bytes discarded

All remaining statistics counters are collected by the FRM-2. Although an IGX node supports
ForeSight for PCS connections, CLLM (ForeSight) statistics are not available in Release 8.1. These
fields are present but not valid.

PCS Monitoring Functions

Monitoring functions generally apply to the PCS except that you can specify up to 44 logical ports
for aFRM-2 dot. For descriptions of the monitoring commands, refer to the “ Troubleshooting”
chapter of the Cisco WAN Switching Command Reference. Note that commands dspchenf,
dspchstats, dspportstats, and dspbob fail when the required concentrated link is down. Trying to
execute one of these commands on a concentrated link that is down causes an error message to
appear.

Collecting the Monitoring Information
The sections that follow describe the collection of various types of monitoring information.

Logical Port Speed

The PCS measures the speed of receive dataon logical portsif the port is configured asaDTE
interface. To see the measured speed, use the dspbob command. The PCS measures port speed after
any of the following occurs:

® When the PCSisfirst powered up.

® When aport is configured with the cnffrport command. After the port is reconfigured, speed of
incoming data is measured.

® When signals are displayed for the port with the dspbob command, you are given the option of
measuring port speed at that time.

® Whenthe PCSisreset or power isinterrupted for any reason.

The process of measuring port speed sends out two 1-byte frames with no CRC on the port.

Physical Port Speed

The IGX node measures the physical port speed for FRI-2-X.21 ports once per minute. The current
measured speed is displayed with the dspfr cport command and should always read 512 Kbpswhen
the port is active.
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PCS Front Panel LEDs

Table 4-47 describes the LEDs on the PCS front panel.

Table 4-47 PCS Module Front Panel LEDs
LED Name Function
State Off= No power. Red= power applied but software not running.

Green = Operating software running.

Rx Flashes for frames received on concentrated link.

With no activity on link, Link Rx blinks once per second.
With steady activity on link, Link Rx is on continuously.

Tx Flashes for frames transmitted on concentrated link

With no activity on link, Link Tx blinks once per second.
With steady activity on link, Link Tx is on continuously.

CPU A On solid when operating software on CPU A isrunning. Should always be On during
operation.

CPUB On solid when operating software on CPU B is running. Should always be On during
operation.

Port 1 On for module connected to FRM-2 Port 1. Should always be On for Module 1.

Port 2 On for module connected to FRM-2 Port 2. Should always be On for Module 2.

Port 3 On for module connected to FRM-2 Port 3. Should always be On for Module 3.

Port 4 On for module connected to FRM-2 Port 4. Should always be On for Module 4.

Download Flashes when frames are received during software download from FRM-2.

Card Insertion and Removal

If the FRM-2 or FRI-2.X21 card is removed for any reason, be sure to maintain card compatibility

upon card replacement: the FRM-2 card is compatible with only the FRI-2-X.21 back card. The IGX
node declares a mismatch state for any other back card inserted into an active FRM-2 dlot. Inserting
compatible hardwareisthe only way to clear the mismatch. Similarly, oncean IGX slotisactivewith
an FRM-2, amismatch isdeclared if any other front card isinserted into this slot. Beforethe slot can
be used for any other type of card, the slot must be de-activated as a PCS-capable Frame Relay card.

PCS Command Summary

The commands in the list that follows apply to PCS Frame Relay ports. Most commands have the
syntax described in the Cisco WAN Switching Command Reference with the exception that system
software recognizes 44 ports per FRM-2 instead of 4. Some commands are PCS-specific.
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Table 4-48 Commands for the Port Concentrator Shelf

Command Purpose Command Purpose

addcon Adds Frame Relay dncon Deactivate a Frame Relay
connections. connection.

addloclp Create local |oopback for dspchenf Display channel
test purposes. configuration.

addrmtlp Create remote |oopback dspchstats Display PCS Frame Relay
for test purposes. channel statistics.

cnfchpri Configure Frame Relay dspfrcportstats Display specifically PCS
channel priority. FRI-2-X.21 physical port

statistics.

cnfchutl Optimizes Frame Relay dspfrchob Display specifically PCS

channel utilization. FRI-2-X.21 physical port
signals.

cnffrcls Configure Frame Relay dspfrport Display PCSlogical port.
class of service (also cnfcos
command for connection)

cnffrcon Configure Frame Relay dspfrcport Display FRI-2-X.21 physical
connection parameters. port.

cnffrcport Configurethe concentrated link dsppcs Display PCS-unit
between the FRM-2 cards and information.
the PCS.

cnffrport Configure port dspportstats Display PCS Frame Relay
parameters. port statistics.

cnfpref Configure preferred route dspcon Display connections.
for Frame Relay connection.

clrchstats Clear PCS Frame Relay prtcons Print Frame Relay
channel statistics. connections.

clrfrcportstats Clear specifically PCS prtchenf Print Frame Relay channel
FRI-2-X.21 physical port configuration.
statistics.

clrportstats Clear PCS Frame Relay tstcon Test Frame Relay connection.
port statistics.

delcon Delete a Frame Relay tstdelay Test Frame Relay connection
connection. delay.

delcongrp Delete a Frame Relay tstpc Test the PCS.
connection group.

dellp Delete loopback condition. resetpc Reset the PCS.
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PCS Port Failures

A PCSlogical port failure is defined as a minor alarm. The FTC/FRP Port Comm Failureicon
appears in the dspalms screen. Any connection that terminates on afailed port is also failed. Three
causes of a port failure are defined, as described under Alarms and Events.

Conditioning
A failed connection on a PCSlogical port is conditioned in the same manner as afailed connection

on anon-PCS FRP port. Only the active control template is supported on PCS ports. The
“conditioned” control template should not be used for PCSlogical ports.

PCS General Operation

Firmware Download
When it detects a Port Concentrator on one of itslinks, the FRM-2 checksfor acompatible firmware
revision on the Port Concentrator. If the FRM8-2 detects that the firmware on the Port Concentrator
isincompatible, the FRM8-2 downloads the current firmware to the Port Concentrator. This
download operation takes about two minutes. An event is logged when a firmware download has
either started or failed.

Operating software on the Port Concentrator is stored in Flash memory. Download should be
required only if the PCSis connected to an FRM-2 with newer firmware or aPCS moduleisreplaced
and a software version difference exists.

Automatic Diagnostics—FRM-2 and FRI-2-X.21 Cards

The FRM-2 card runs a self-test diagnostic when it isin the standby state. The system software uses
areserved channel on the FRM-2 card to perform background loopback tests that include both the
FRM-2 and FRI-2-X.21. This test verifies that all components up to the FRI-2-X.21 physical port
are functioning. These diagnostics do not test the PCS.

Cisco WAN Manager Interface

Information about PCS logical ports and Frame Relay connections automatically goesto Cisco
WAN Manager. Cisco WAN Manager can also manage connections and other FRM-2 port functions.

SNMP Manager
The SNMP agent supports Port Concentrator logical ports. Thisincludes configuring PCS port
parameters, adding, or deleting Frame Relay connections, and retrieving statistics.

The SNMP agent al so supports provisioning for 44 Frame Relay portsfor FRM-2; the existing MI1B
variables are extended to the expanded number of logical ports. SNM P management functions are
not supported for the Port Concentrator concentrated links.

User Interface

Interaction between the FRM-2 and PCS automatically updates the database to display the number
of connected logical FRM-2 ports at the PCS. Asaresult, both the IGX user interface and the Cisco
WAN Manager interface automatically display the additional capacity of 44 ports for the FRM-2.
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Concentrated Link Failure

If, during normal operation, communication between FRM-2 and PCS over a concentrated link
stops, a concentrated link failure alarm resullts.

In addition, during start-up, a concentrated link is failed for any of the following reasons:
® Port Concentrator is not present.

® Code download from FRM-2 to Port Concentrator fails.

® Port Concentrator self-test fails.

® Cableisunplugged or bad.

Frame Trunk Module (FTM)

The Frame Trunk Module (FTM) supports devices that provide access for various types of traffic to
the IGX node. Two lines of access devices are supported by the FTM. One seriesis the FastPAD
family of products. The FastPADs support Frame Relay, voice, and serial data. The other seriesis
the Cisco line of access devices.

The Cisco Line of Access Devices for WAN Switches

An example of the Cisco line of access devicesfor the IGX WAN switchesisthe Cisco 3810 family
of products. The Cisco access devices run the Cisco 10S (operating system) and have a control
terminal separate from the node’ s control terminal. The access device itself takes |OS commands,
but once a control session has been established, you control the interface between the node and the
access device through Cisco WAN Manager or by using commands on the command line interface
(CL1). For descriptions of the CLI commands that apply to the FTM and connections to the Cisco
access devices, refer to the Cisco WAN Switching Command Reference publication. Individual
publications also exist for the Cisco access devices. Currently, you can refer to the Cisco 3810
Installation publication and the Cisco 3810 Software Configuration Guide and Command Reference
publication.

For the Cisco access devices, you can add connections between the following endpoints:
® FTM and FTM or FTC
® FTM and CVM or CDP
® FTM and FRM or FRP

Note that, when you add connections between a 3800 on an FRM to a CDP or CVM, you must add
the connections at the CDP or CVM. The FTM and FRP or FRM endpoints, you can add connections
at either end. For moreinformation on setting up connections between the Cisco 3810 access devices
andan FTM, FRP/FRM, or CV M, refer to the Cisco |GX 8400 Series I nstallation and Configuration
publication.

The FastPAD Line of Access Devices

Theinterface cardsfor FastPADsarethe FTM front card and FPC back card. The back card provides
either aT1, E1, V.35, or X.21 interface. Each FPC V.35 or FPC X.21 provides four ports. Each port
can support one FastPAD either locally or remotely (viamodem). The T1 card hasa DB15 for
RX/TX and an alternate pair of RX/TX BNC connectors. The E1 connections are the same except
for additional RX/TX-monitoring BNC connectors. Y-cable redundancy is also supported.

Figure 4-51 showsthe FTM front card and the FPC-V.35.
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Note FTM front cardsexist intwo forms. One uses an ACM 1 adaptor. The other isasingle-card or
“native” version. Functionally, they are identical and use the same firmware.

You enter commands that manage the FTM/FPC, FastPAD, and their ports and connections. Cisco
WAN Manager collects statistics related to cards, ports, and FastPADs. FTM/FPC card management
includes detection of card installation or removal, mis-matched back cards, or Y-cable redundancy.

Figure 4-51 FastPAD Cards: FTM and FPC (V.35)
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Port management includes EIA signaling, LMI alarms, upping and downing of ports, and the
collection of port statistics available to Cisco WAN Manager.

FastPAD management permits the management of cards and ports on the FastPAD device from the
IGX node. This management includes card and card removal detection, card mismatch, uploads and
downloads between the FastPAD and the IGX node.

Connection management involves mapping FastPAD connection to Frame Relay-type virtual
circuits. Connections that originate at a FastPAD must terminate at another FastPAD. Each
FTM/FPC card set supports up to 252 connections. The card set collects statistics on these
connections and provides them to Cisco WAN Manager. For descriptions of the FastPAD commands
and detailed information on the FastPAD, refer to the FastPAD User’s Guide. Refer also to the
SrataView FastPAD User’s Guide.
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Data Cards

A datacircuit has adirect interface to the IGX node through either a High-speed Data Module
(HDM) or Low-speed Data Module (LDM) card set. The HDM set consists of an HDM front card
and a Synchronous Data Interface (SDI) back card. The LDM set consists of an LDM front card and
aL ow-speed DataInterface (LDI) back card. The back cards match the circuit type to the front card.
Synchronous data card sets are listed in Table 4-49. An IGX 8430 node can have up to 25
HDM/LDM sets in a non-redundant system, for support of up to 200 full-duplex data connections.

The synchronous data cards support the ability to configure and monitor EIA leads; the ability to
configure each channel for clocking, datarate, and DTE or DCE interface type; and complete
loopback testing capability. Data channels can support null modem emulation as well as
constant-carrier and switched-carrier operation. Data interfaces are transparent with respect to
protocol. Asynchronous, binary synchronous, and bit synchronous protocols are supported with no
impact on host or terminal software.

Table 4-49 Synchronous Data Cards Available

Front Card Back Card

HDM, High-speed DataModule  SDI, EIA/TIA-449 synchronous data interface (for X.21 or
EIA/TIA-422).

SDI, V.35 synchronous data interface.
SDI, EIA/TIA-232D synchronous data interface.
SDI, EIA/TIA-232C synchronous data interface (for V.24).

LDM, Low -speed DataModule  LDI, EIA/TIA-232C (V.24) four-port and eight-port low-speed data
interface, non-interleaved EIA. 4-port modelslimited to 56 Kbps., 8-port
models up to 19.2 Kbps.

LDI, EIA/TIA-232D four-port and 8-port, low-speed data interface, up
t0 19.2 Kbps., non-interleaved EIA.

High-speed Data Module (HDM)

The HDM front card in an IGX nodeis a programmable communications processor that can support
one to four high speed, synchronous data channels. It operates at speeds from 1.2 Kbps up to
1344 Kbps on all four ports while performing link error monitoring.

The HDM front data card:

® Performs cell adaptation

® Supports normal, looped, and split clocking

® Providesisochronous clocking circuitry

® Packetizes and depacketizes EIA lead sampling information
® Providesloopback capabilities, testing, and diagnostics

Aninternal baud rate generator provides transmit and receive data clocks to the SDI card at the
selected rate. The HDM can accept data from an external data device with a non network
synchronized clock (isochronous clock) up to 112 Kbps. With isochronous clocking, the HDM sends
aclock control signal to the other end of the circuit to synchronize the far end HDM receive clock
to the isochronous clock received at the near end.
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Unless specified, a packet of datafor EIA control lead information isbuilt only at avery low rate or
when a change of state is detected on one or more of the control leads. The datarateis specified as
either “fast” or “not fast” (the default) by theaddcon command for dataconnections. A fast EIA lead
transmission can be specified in the software to send EIA control lead information in every
FastPacket (interleaved EIA mode). Thistightly couplesthe EIA lead stateswith the transmitted data
but reduces the bandwidth efficiency.

The HDM cardisinstalled in afront slot. An SDI back card plugs directly into the P2 connector of
the front card. The SDI back card provides the proper data channel interface.

The faceplate of the HDM has message lights and buttons for loopback control and signal
monitoring. The buttons relate to loopback testing or scrolling through the FastPacket data ports for
a snapshot of selected data port conditions (indicated by Port, Port Under Te<t, loopback, and
communication line state lights). Figure 4-52 illustrates and Table 4-50 lists the controls and
indicators. When correlating the figure to the table, read from the top down.

Figure 4-52 HDM Controls and Indicators
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Table 4-50 HDM Controls and Indicators

Faceplate Item Function

Port light (yellow) Indicates which data port on the back card is currently monitored.
Scroll push-button When pressed toggles through to the desired port. Information that is

displayed by the remaining lights on the HDM faceplate applies to the port
whose corresponding light is on.

Loopback push-button When pressed, toggles through the three loopback states—no |oopback, local
loopback, and remote | oopback—on the port whose corresponding light is on.
You can disable this button by using the cnffunc command.

Port Under Test light Indicates one of the ports has gone into loopback mode. If thisis not the
(yellow) current port, press the Scroll button to toggle in the port being tested.

LL light (yellow) Indicates alocal loopback is present on a port.

RL light (yellow) Indicates a remote loopback is present on a port.

DTR light (green) Indicates the Data Terminal Ready signal is ON at the selected port terminal .
TXD light (green) Indicates that the Transmit Data signal is ON at the selected port terminal.
DCD light (green) Indicates the Data Carrier Detect signal is ON at the selected port terminal.
RXD light (green) Indicates that the Receive Data signal is ON at the selected port.

Fail light (red) Indicates an error occurred. Reset the card with thereseted f command. If the

LED comes on again, call the Cisco TAC.

Activelight (green) Indicates that the card is active and functioning normally.

Redundancy for HDM data cards can be provided with asecond front and back card set and aY-cable
connection on each port to the customer equipment. See Figure 4-53.

Figure 4-53 HDM Data Port Redundancy
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Synchronous Data Interface Card (SDI)

The SDI card is a synchronous data interface back card that directly connectsto afront HDM card.
Each SDI card has four connectors and provides the physical and electrical connection interface to
four data ports. Each port is independently configurable for DTE or DCE mode, baud rate, and so
on. One for one port redundancy is provided with a second card set and a standard Y-cable
arrangement.

The SDI card:

® Providesfour portsfor interfacing to the data equipment.

® Provides EIA control circuitry and samples EIA lead information.
® Performs serial to parallel conversion of data.

® Provides ajumper strap for configuring the ports as DTE or DCE.

Four types of SDI back cards can provide an interface between an HDM front card and the customer
data equipment. Table 4-51 distinguishes each type of SDI card.

Table 4-51 SDI Physical Interfaces

Interface Ports Connector

EIA/TIA-232C/V.24 4 ports DB25 Subminiature, female
EIA/TIA-232D/V.24 4 ports DB25 Subminiature, female
EIA/TIA-449/X .21 4 ports DB37 Subminiature, female

V.35 4 ports 34-pin MRAC type (Winchester), female

Three clocking modes are available on the SDI for clocking in transmit data and clocking out receive
data. In addition, the SDI can operate as either a DCE or DTE, which makes possible six
combinations of clocking. (See Figure 4-54 and Figure 4-55.) With loop clocking, the user device
must loop the RxC to the XTC for clocking out the transmit data.

When the SDI is configured as DTE, the user device is the source of clock timing and is generally
not synchronous with the network (IGX node) timing. Thisis isochronous clocking. Isochronous
clocking allows the customer data sets at each end of acircuit to operate at dightly different rates
(non-synchronously) with minimum delay and loss of data. This feature limits the amount of data
allowed to accumulate in the HDM receive buffers and forces are-synchronization before the delay
reaches an unacceptable level.
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Figure 4-54 Clocking Modes for SDI in DCE Mode
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Figure 4-55 Clocking Modes for SDI in DTE Mode
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Isochronous clocking lets anode at the far end compensate for an unstable clock in a near-end
device. Transmission in an isochronous network isreliable up to 112 Kbps. Only oneinput per port
at atime can use isochronous clocking. The SDI does not support two isochronous clock inputsin
the same direction (as required by some modems that independently generate TxC and RxC).

Note The switch automatically uses isochronous mode when the DTE/DCE endpoints justify it.
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Data Cards

Split clocking uses the user-device timing for timing data transmission in one direction and the IGX
timing for the other direction.

Low Speed Data Module (LDM)

The LDM front card supports up to 8 synchronous or asynchronous data ports. Each port is
independently configurable for DTE or DCE mode, baud rate, and so on. The LDM card isalow
speed datamodulefor use on EIA/TIA-232C portswith datarates up to 19.2 Kbps, where the higher
speed capabilities of an HDM are unnecessary.

The LDM can process either synchronous or non-synchronous input data. With non-synchronous
inputs, the datais over-sampled at arate determined by how much jitter your equipment can tolerate.
Using an external deviceis also possible for synchronizing the asynchronous data before the data
enters the IGX node.

The LDM front data card:

® Performs cell adaptation of customer data and EIA control leads.
® Supports normal and looped clocking.

® Providesloopback capabilities, testing and diagnostics.

Additional features, such as embedded (fast) EIA, sixth EIA lead support, and pleisochronous
clocking, are also supported. The fast EIA control lead lets the user include the RTS/ICTS EIA
control leadsin the same FastPacket as customer data. The EIA control lead statusis encoded asthe
eighth data bit in each data byte. This providesaquick EIA response without significantly affecting
bandwidth requirements. It is limited to data rates of 19.2 Kbps and below.

The LDM can reside in any empty front ot and requires an LDI back card. The LDI card plugs
directly into the P2 connector of the LDM card.

The faceplate of the LDM has message lights and buttons for loopback control and signal
monitoring. Figure 4-56 shows and Table 4-52 lists these indicators and buttons. When correlating
the figure to the table, read from the top down. The buttons are for loopback testing and scrolling
through the FastPacket data ports to obtain a snapshot of selected port conditions (indicated by Port,
Port Under Test, loopback, and communication line status lights).
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Figure 4-56 LDM Connections and Indicators
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Table 4-52 LDM Connections and Indicators

Faceplate Item

Function

Port Readout Display

Indicates which FastPacket port (1-8) on the back card is currently viewed.

Scroll push-button

When pressed, toggles through the ports. Information displayed by other
LEDs on the faceplate applies to the port shown by the 7-segment display.

Loopback push-button

When pressed, toggles through the three loopback states on the port whose
light is on. These states are: no |oopback, local 1oopback, remote loopback.

Port under test light
(yellow)

Indicates that a port has gone into the loopback mode. If thisis not the current
port, push the Scroll button to toggle in the port being tested.

LL light (yellow)

Indicates that alocal loopback is occurring on one of the ports.

RL light (yellow)

Indicates a remote loopback is occurring on one a port.

DTR light (green)

Indicates the Data Terminal Ready signal is ON at the selected port terminal.

TXD light (green)

Indicates the Transmit Datasignal is ON at the selected port terminal.

DCD light (green)

Indicates the Data Carrier Detect signal is ON at the selected port terminal .

RXD light (green)

Indicates that the Receive Datasignal is ON at the selected port.

Fail light (red)

Indicates an error occurred. Reset the card with thereseted f command. If the
LED comes on again, call the TAC.

Activelight (green)

Indicates that the card is active and functioning normally.
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Redundancy for LDM data card typesis available through a second front and back card set and a
Y-cabl e connection on each port to the customer data equipment. Figure 4-57 illustrates redundancy.

Figure 4-57 LDM Data Port Redundancy
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The 4-port and 8-port LDM supports only a subset of the full EIA/TIA-232C/D control leads. The
LDM supports only non-isochronous DCE normal and DCE or DTE looped clocking modes,
transmission of 3 EIA lead states (non-interleaved), and baud rates of up to 19.2 Kbps on the 8-port
version and 38.4 Kbps on the 4-port version. Split clock mode is not supported.

Low Speed Data Interface Card (LDI)

The Low-Speed Data Interface (LDI) card is alow-speed data interface back card that operatesin
conjunction with an LDM front card. The LDI provides the physical and electrical connection
interface between the user low-speed data circuit and the LDM data PAD. Three models of the LDI
exist. Two are four-port cards, and one is an eight-port card, as Table 4-53 indicates.

Some of the functions and features of the LDI are:

® Four or eight ports for interfacing to the data equipment
® Sampling of EIA lead status for the LDM to monitor

® Seria-to-paralel conversion of user data

® Support for DTE or DCE operation

Table 4-53 LDI Physical Interfaces

Card Interface Ports Connector

LDI 4 EIA/TIA-232C/D (V.24) 4 ports DB15 Subminiature, female
LDI 8 EIA/TIA-232C/D (V.24) 8 ports DB15 Subminiature, female

The LDI can operate either asa DCE or DTE. Selection is made by using a Cisco DTE or DCE
adapter cable between the port connector and the cable from the user device. Thiscableisterminated
with a standard DB25 on the customer end. Each port is configured separately.
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Three EIA control leads are brought out to the rear connectors, three when used as a DCE and three
for DTE. Table 4-54 lists these leads.

Table 4-54 EIA Control Leads
Leads for DCE Leads for DTE
RTS CTS

DSR DTR

DCD RL

The RL lead allows the use of a previously unused DTE EIA output lead. You can use remote
loopback (RL) to enable a far-end modem loopback. Local loopback (LL) is not provided as an
output on the LDI. If local loopback isrequired, use the DTR lead by wiring it to the connector pin
for local loopback.

The LDI supports two clocking modes: normal and looped (see Figure 4-58). The normal mode is
used when the LDI port is configured as a DCE. Looped clock is only used when the LDI port is

configured as a DTE. The user device must take the external transmit clock and loop it back to the
RxC for clocking in the receive-data. In both cases, the LDI isthe source of clock timing. Table 4-55
shows the accuracy and worst casejitter that can be expected from an end-to-end circuit using LDIs

at each end.

Table 4-55 LDI Clocking Accuracy and Jitter Performance
Bit Rate Accuracy Worst-Case Jitter

1200 .06 .03

2400 a2 .06

4800 24 a2

9600 48 .23

14,400 72 .35

19,200 .96 47
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Figure 4-58 LDI Clocking Modes
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Optional Peripherals

Optional Peripherals

At least one node in a network has a Cisco WAN Manager terminal, a control terminal, or adia-in
modem connected to it. Any control terminal connected in the network can configure, manage,
monitor, and diagnose the entire network. In addition, at least one node in a network may have a
connected printer for error and event reports.

The control terminal and printer connect to two EIA/TIA-232 serial ports. These ports are the
Control Terminal and Auxiliary Port on the SCM faceplate. These serial ports support al standard
asynchronous data rates from 1200 to 19,200 baud. The default rate is 9600 baud. Datarates and the
type of equipment connected to the ports are software-configurable.

Cisco recommendsthat at least one IGX in the network connectsto adirect-dial modem so that TAC
personnel can perform remote diagnostic tests. (Contact the TAC through Customer Engineering.)
A direct-dial modem connectsto the backplane at the Control Terminal port. In addition, an auto-dial
modem can be connected to the AUX port connector on the SCM at any node in the network so that
remote error messages and alarms can be sent to the Cisco TAC.

An external clock source can be connected to the SCM card using the external clock adapter cable.
Theexternal clock device can beeither 1.544 MHz or 2.048 MHz EIA/TIA-422 square wave signals
depending on the primary application of the IGX (T1 or E1). Selection is made through software.
Theclock stability should be at least asgood asa Stratum 3 clock source. The Cisco |GX 8400 Series
Installation and Configuration publication lists the terminals, printers, modems, and clock sources
that have been tested and approved for use with an IGX switch.
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APPENDIX A

System Specifications

This appendix contains system specificationsfor all models and communications types for the node.

General IGX 8410 Switch Specifications

This section provides general system information on the IGX 8410 node.

System Capacity:

Enclosure Size:

Shipping Weight:

Clearance Requirement:

Power Input Voltage:

Input AC Power
Connector:

Current Requirements:

* AC System

* DC System

1 shelf with 8 card dots.

Has 2 dedicated front slots for NPMs.

Has 2 dedicated back slots for SCMs (1 slot with blank plate).
Up to 48 physical linesfor UNI or NNI.

Up to 32 physical lines for trunks.

IGX 8410 Standal one/Rackmount:

Height: 25ins. (63.5 cm) standalone; 24.5 ins. (62.3 cm), rack
Width: 19.9 ins. (50.5 cm), standalone; 19 ins. (48.3 cm.), rack
Depth: 26.5ins. (67.3 cm), standalone and rack-mount

270 pounds (122.7 kilograms)
Min. clearance: 30 inches front; nomina 30 ins. rear; 12 ins. side.

AC system: Normal operating range is 100-240 VAC, 47 to 63 Hz.
The (under and over-voltage limits are 90-264 VAC).

DC system: —42 to -56 VDC.

Each AC supply can provide up to 400 watts to the card shelves.
Space is available for 4 power supplies.

IEC 16 Amp input connector. 6 different power cords are available
to comply with the standards of individual countries. Power cords
are 6 feet (about 2 meters) long. See appendix titled Cabling
Summary in the Cisco IGX 8400 Series Installation guide for
details.

Configuration-dependent: use Network Design Tool for exact
regquirements. For planning purposes, use the following:

10 Amps maximum for 110 VAC, 5 A for 220 VAC.
20 Amps maximum at —48 VDC; 25 Amps at 42 VDC (worst

case).
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General IGX 8420/8430 Switch Specifications

DC Input Connections:

Operating Environment:

Shock:
Vibration:

Heat Transfer to Room:

3-wire pluggable terminal block with screw terminal connectors.

0°—40° C (32°-104° F) normal operation (50° C up to 72 hours).
Maximum 85% relative humidity.

Withstands 10 G, 10 ms. at 1/2 sine wave.
Withstands 1/4 G, 20-500 Hz.

IGX 8410: 2720 BTUs max.

General IGX 8420/8430 Switch Specifications

This section provides general system information on the IGX 8420 and IGX 8430 nodes.

System Capacity:

Enclosure Size:

Shipping Weight:

Clearance Requirement:

Power Input Voltage:

Current Requirements:

¢ AC System

* DC System

1 or 2 shelves, each with 16 card dlots.

Requires 1 or 2 dedicated front slot(s) for NPMs.
Requires 1 dedicated back slot for SCM.

Up to 64 physical linesfor UNI or NNI.

Up to 32 physical lines trunks.

IGX 8420 Standal one/Rackmount:

HT: 32.25ins. (82 cm.), standalone; 31.75 ins. (80.7 cm.), rack
WD: 19.9 inches (50.5 cm), standalone; 19 inches (48.3 cm.), rack
DP: 26.75 inches (68 cm), standalone; 26 inches (66 cm.), rack

IGX 8430 Standal one/Rackmount:

HT: 55.5 inches (141 cm.), standalone, 55 inches (139.7 cm) rack
WD: 19.9 inches (50.5 cm), standalone; 19 inches (48.3 cm.), rack
DP: 26.75 inches (68 cm), standalone; 26 inches (66 cm.), rack

600 pounds (270 kilograms) for afully loaded 1GX 8430 enclosure.
400 pounds (180 kilograms) for afully loaded IGX 8420 enclosure.

Minimum 30 inches front and rear; nominal 12-inch side clearance.

AC system: Normal operating range is 200240 VAC, 47 to 63 Hz.
The under and over-voltage range is 180-264 VAC.
DC system: —42 to -56 VDC.

Each AC supply can provide up to 875 watts to a card shelf. Cabinet
has space for 6 AC power supplies.

Configuration-dependent: use Network Design Tool for exact
reguirements. For planning purposes, use the following:

IGX 8420/8430 node: 12 Amps at anominal voltage of 200 VAC. At
the under-voltage limit of 180 VAC, the current draw is amaximum
of 16 Amps.

IGX 8420 node: 24 Amps max. per circuit at —42 VDC (worst case)
IGX 8430 node: 44 Amps at nominal —48 VDC; 50 Amps at
—42 VDC maximum per circuit at 42 VDC.
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UXM Physical and Electrical Specifications

Input AC Power AC Power Distribution unit isthe same for al cabinets: IEC 16 Amp

Connector: input connector. Six different power cords available, depending on
country of destination. See appendix titled “Cabling Summary,” In
the Cisco IGX 8400 Series Installation manual

DC Input Connections: DC power isthe same for all 1GX 8420/8430 cabinets shipped.
DC: 3-screw pluggable terminal connectors.

Operating Environment: 0°—40° C (32°-104° F) normal operation (50° C or 122° Fup to 72
hours). Maximum 85% relative humidity.

Shock: Withstands 10 G, 10 ms. at 1/2 sine wave.
Vibration: Withstands 1/4 G, 20-500 Hz.
Heat Transfer to Room: IGX 8420 node: 4300 BTUs max, AC-powered system. 3600 BTUs

in a DC-powered unit.
IGX 8430 node: 8600 BTUs max, AC-powered system. 6800 BTUs
in a DC-powered unit.

UXM Physical and Electrical Specifications

This section provides physical and electrical specifications for the UXM card set.

Dimensions Front card: 15.25 by 16.25 inches. Back card: 6.5 by 16.25 inches.
Weight: Front card: 8 Ibs (3.6 kg). Back card: 4 Ibs (1.8 kg).
Input voltage: —48VDC.
Power consumption: 54 watts.
Electrical and safety FCC Part 15
standards: Bellcore GR 1089-CORE
|EC 801-2, 801-4, 801-5, 825-1 (Class 1)
EN 55022.

UL 1950, 60950

ATM Layer Specification for the UXM

This section list items that apply to the UXM’simplementation of the ATM layer.

ATM layer management protocol: ILMI or none.

Standards: ATM Forum UNI 3.1, TM 4.0
VPI range: 1-255
VCI range for user traffic: VCC: 065535

VPC: 32-65535
Frame-to-ATM interworking: Network interworking (FRF.5)

Service interworking (FRF.8)
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OC-3 (STM-1) Interface on UXM Back Cards

OC-3 (STM-1) Interface on UXM Back Cards

These specifications apply to the UXM back cards BC-UAI-155-xx. The specifications are the same
for SMF and MMF except where the text makes a distinction.

Line Rate: 155.52 Mbps.

Line Code: NRZ.

Signal Levelsfor: Maximum: Minimum:
MMF TX —14dBm —20dBm
MMF RX —14dBm —29dBm
SMF TX -8dBm -15dBM
SMF RX —-8dBm —29dBm

Wavelength 1310 nm for SMF, MMF.

Physical Framing: STS-3c, STM-1.

Port Interface: LMI, ILMI.

Maximum ATM 353208 cps per port.

Cell Rate per Port:

Jitter: <0.1 Ul p-p, <0.01 Ul rms.

ATM Layer Protocol: LMI, ILMI.

Port Alarm Processing: LOS, LOF, LOP, Path AIS, Path Yellow.

Line Errors Counted: Section BIPS, Line BIP24, Line FEBE, Path BIP8, Path FEBE.
Connector: SMF: SC Class 1 laser.
MMF: SC LED.

Maximum Cable Lengths: MMF ~2Km.
SMF IR ~15Km.

Indicators: Card status and
port status.

Payload Scramble: On/Off.

HCS Masking: Yes/No.

Standards (applicable to Bellcore: GR-253-CORE.
both SMF and MMF): ANS!: T1.105.

ITU-T: G.707, G.708,
G.709, G.957, G.938.
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T3 Interface on BC-UAI-6T3 or BC-UAI-3T3

T3 Interface on BC-UAI-6T3 or BC-UAI-3T3

These specifications apply to the UXM’s six and three-port T3 back cards.

Line Rate: 44.736 Mbps + 20 ppm, asynchronous.
Line Code B3zS.
Clock Source Mode: Internal (Asynchronous).
Signal Level: DSX-3.
Framing Formats: ANSI T1.107 C-bit parity.
Alarms Processed: AlS.
LOS.

Remote Alarm Indication.
Loss of Framing.

Line Errors Counted: BPV.
Parity Bit Errors.

Receiver Input Impedance: Terminated=75 ohms.

Transmission Modes: Point-to-Point.
Jitter: +/- 20 ppm: meets ACCUNET T45 specification (Pub 54014).
Connector: SMB (adapter available for BNC).
Max. Line Lengths: 450 ft. (137 m.) to DSX-3 using 75 Ohm coaxial cable.
Indicators: Red alarm.
Yellow alarm.
LOS.
AlS.
Idle Code: Configurable.
ATM Mapping: PLCP/HEC.
Standards: ANS| T1.102, T1.107.
Payload Scramble; On/Off.
HCS Masking: Yes/No.
ATM Cell Rate per Port: 96000 cps in PLCP mode, 104268 cpsin HEC mode.
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E3 Interface on BC-UAI-6E3 or BC-UAI-3E3

E3 Interface on BC-UAI-6E3 or BC-UAI-3E3

These specifications apply to the UXM’ s six and three-port E3 back cards.

Line Rate:

Line Code;

Clock Source Mode:
Signal Level:
Framing Formats:

Alarms Processed:

Line Errors Counted:

Receiver Input Impedance:

Transmission Modes:
Jitter:

Connector:

Max. Line Lengths:

Indicators:

Idle Code:

ATM Mapping:
Standards:
Payload Scramble;
HCS Masking:

ATM Cedll Rate per Port:

34.468 Mbps £ 20 ppm, asynchronous.
HDB3.

Internal (Asynchronous).

ITU-T G.703.

ITU-T G.804, G.832.

AlS.

LOS.

Remote Alarm Indication.
Loss of Framing.

BPV.
Parity Bit Errors.

Terminated=75 ohms.

Point-to-Poaint.

+/- 20 ppm: meets ITU-T G.823.

SMB (adapter available for BNC).

100 meters, using 75 Ohm coaxial cable.

Red alarm.
Yellow adarm.
LOS.

AlS.

Configurable.

HEC (G.804).

ITU-T G.804, G.823, G.832.
On/Off.

Yes/No.

80000 cps.
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T3 Interface on BC-UAI-8T1 or BC-UAI-4T1

T3 Interface on BC-UAI-8T1 or BC-UAI-4T1

These specifications apply to each port of the UXM’s eight and four-port T1 back cards.

Line Rate:

Line Code:

Clock Source Mode:
Signal Level:
Framing Formats:

Alarms Processed:

Line Errors Counted:

Receiver Input Impedance:

Transmission Modes:
Jitter:

Connector:

Line Lengths:

Indicators:

Idle Code:
ATM Mapping:

Standards:

Payload Scramble;
HCS Masking:

ATM Cedll Rate per Port:

1.544 Mbps + 32 ppm, asynchronous.

B8ZS, AMI for aport.
B8ZSfor atrunk.

Internal (Asynchronous).

Extended superframe (ESF).

AlS.

LOS.

Remote Alarm Indication.
Loss of Framing.

BPV.
Parity Bit Errors.

Terminated=100 ohms.
Point-to-Point.

+/- 32 ppm.

DB 15.

0-655 ft.

Red aarm.
Yellow alarm.
LOS.

AlS.

Hex 6A.
HEC.

ANSI T1.102, T1.231, T403
ITU-T G.824.

On/Off.
Yes/No.

3622 cps.
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E3 Interface on BC-UAI-8E1 or BC-UAI-4E1

E3 Interface on BC-UAI-8E1 or BC-UAI-4E1

These specifications apply to the UXM'’ s eight and four-port E1 back cards.

Line Rate:

Line Code:

Clock Source Mode:
Signal Level:
Framing Formats:

Alarms Processed:

Line Errors Counted:

Receiver Input Impedance:

Transmission Modes:
Jitter:

Connector:

Max. Line Lengths:

Indicators:

Idle Code:
ATM Mapping:

Standards:

Payload Scramble;
HCS Masking:

ATM Cedll Rate per Port:

2.054 Mbps + 50 ppm, asynchronous.

HDB3, AMI for aport.
HDB3 for atrunk.

Internal (Asynchronous).

Multiframe, clear channel.

AlS.

LOS.

Remote Alarm Indication.
Loss of Framing.

BPV.
Parity Bit Errors.

Terminated=75 ohms for BNC or 100 ohmsfor DB 15.
Point-to-Point.

+/- 50 ppm.

BNC or DB 15.

100 meters.

Red alarm.
Yellow adarm.
LOS.

AlS.

Hex 6A.

HEC.

ITU-T G.703, G.704, G.706, G.732, G.735-9, G.775, G.823, G.832,

1.431.
On/Off.
Yes/No.

4830 cps.
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T3 Interface on BC-UAI-1T3

T3 Interface on BC-UAI-1T3

This section applies to the single-port T3 interface card for the ALM/A or ALM/B.

Line Rate:

Line Code

Clock Source Mode:
Signal Level:
Framing Formats:

Alarms Processed:

Line Errors Counted:

Receiver Input Impedance:

Transmission Modes:
Jitter:

Connector:

Max. Line Lengths:

Indicators:

44.736 Mbps + 20 ppm, asynchronous.

B3ZS.

Internal (Asynchronous).
DSX-3.

C-bit parity.

AlS.
LOS.

Remote Alarm Indication.

Loss of Framing.

BPV.
Parity Bit Errors.

Terminated=75 ohms.

Point-to-Point.

Meets ACCUNET T45 specification (Pub 54014).

75 ohm BNC.

450 ft. (137 m.) to DSX-3 using 75 Ohm coaxial cable.

Red aarm.
Yellow alarm.
LOS.

AlS.
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E3 Interface BC-UAI-1E3

E3 Interface BC-UAI-1E3

This section applies to the single-port E3 interface card for the ALM/A or ALM/B.

Line Rate: 34.368 Mbps + 20 ppm, asynchronous.
Line Code HDB3.

Clock Source Mode: Internal (Asynchronous).

Signa Leve: ITU-T G.703.

Framing Formats:

Alarms Processed:

Line Errors Counted:

Receiver Input Impedance:

Transmission Modes:
Jitter:

Connector:

Maximum Line Lengths:

Indicators:

ITU-T G.804, G.832,

AlS.

LOS.

Remote Alarm Indication.
Loss Of Framing.

BPV.
Parity Bit Errors.

75 ohms unbalanced.
Point-to-Point.

Per ITU-T G.823.
75 ohm BNC.

100 meters.

Red aarm.
Yellow alarm.
LOS.

AlS.
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E2 Trunk Interface on BTM

E2 Trunk Interface on BTM

Required Hardware; AIT front card in an IPX node, BTM front card in an IGX node. The
back card isthe AIT-E2.

Line Rate: 8.448 Mbps.

Line Coding: HDB3.

Cell Delineation: HEC.

Physical Medium; Coaxial.

Line Length: 50 feet maximum; 6 feet nominal.

Connector: BNC, 75 Ohms.

Synchronization:; Master/slave (NOTE: loop timing to IPX or IGX nodeis allowed.)
Interfaces per card: One.

Applicable Standards: E2 specification and G.703.

HSSI Trunk Interface on BTM

Required Hardware: AIT front card on the IPX or BTM front card on the IGX node. The
back card isthe AIT-HSSI.

Line Rate: Pre-setable and programmable for the range 4-50.84 Mbps:
increments depend on the attached DSU.

Line Coding: NRZ.

Cell Delinestion: PLCP.

Physical Medium: Multi-conductor, 25 twisted pairsin aribbon cable, 110 Ohms.

Line Length: 50 feet maximum; 6 feet nominal.

Connector: 50-pin, 50 mil SCSI type.

Synchronization; None—accepts DSU clocks.

Interfaces per card: Single port.

Applicable Standards: High Speed Seria Interface specification, March, 1990:
1.432, G.804.
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T1 Interface on UFI-8T1 Back Card

T1 Interface on UFI-8T1 Back Card

This section appliesto each T1 line on the UFI-8T 1. The UFI-8T1 isthe eight-port T1 back card for

the UFM. The information applies whether the front card supports four or eight ports.

Linerate:

Line framing:

Frame Relay interface:
Frame Relay rates:
Number of interfaces:
Synchronization:

Line coding:

Framing formats:
Signal leve:

Line impedance:

Pulse amplitude:

Minimum pulse density:

VF Signaling:
Max. line lengths:

Input jitter tolerance:

Output jitter generation:

Connector:

1.544 Mbps, + 50 bps (+ 200 bps VCO lock range).

ESF per AT&T TR 54016.

Meets ANSI T1.618, two-octet header.

Either 56 Kbps or n x 64 Kbps, where 1<=n<=24. Sum of all n<=24.
1-24 occupied channels where 1<= n <= 24, and the sum of n <= 24.
Transmitter can be either loop-timed to line or synchronized to node.
Bipolar AMI or B8ZS.

Fractional T1, contiguous DS0s. Minimum of four DSOs required.
DSX-1 compatible.

Terminated=100 Ohms nominal. Bridged=1 Kohm.

Individual pulse amplitude 2.4 V-3.6 V (making atotal
base-to-peak amplitude of 6 V £ 0.6V).

Zero-code suppression, either LSB, MSB or B8ZS.

Robbed bit D4 with A and B bits.

Up to 533 feet with equalizers using ABAM cable.

Meets AT& T PUB 62411 specifications.

Meets AT& T PUB 62411 using hormal mode synchronization.

DB 15 female.

UFM Physical and Electrical Specifications

This section contains physical and electrical specifications for the UFM cards.

Dimensions:

Weight:

Input voltage:
Power consumption:
Interface mode:

Standards:

Front card: 15.25 by 16.25 inches. Back card: 6.5 by 16.25 inches.
Front card: 8 Ibs (3.6 kg). Back card: 4 Ibs (1.8 kg).
-43VvDC

UFM-C: 66 W. UFM-U: 60 W (V.35/X.21) or 87 W (HSSI).
DTE or DCE

FCC part 15. Bellcore GR1089-CORE. EN 55022, 60950. UL 1950.
|EC 801-2, 801-3, 801-4, 801-5, 825-1 (Class 1).
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E1 Interface for UFI-8E1 Back Card

E1l Interface for UFI-8E1 Back Card

This section appliesto each E1 line on the UFI-8E1. The UFI-8E1 isthe eight-port E1 interface card
for the UFM. The information applies whether the UFM front card supports four or eight ports.

Line interface connector:
Linerate:
Frame Relay interface:

Number of Frame Relay
interfaces:

Frame Relay interface rate:

Line Code:
Line impedance:
Minimum pulse density:

Frame format:

VF Signaling:

Maximum line length:

Input jitter tolerance:
Output jitter generation:
Electrical interface:

Connector:

DB15 (120 Ohms), BNC (75 Ohms)
2.048 Mbps, £50 bps (£200 bps VCO lock range).
Meets ANSI T1.618, two-octet header.

1-31 occupied channels where 1 <= N <= 31, and the sum of all
N<=31

Either 56 Kbps or N x 64 Kbps, where 1 <= N <= 31. Sum of al
N <= 31

Bipolar HDB3.
120 ohms (balanced) or 75 ohms, balanced or unbalanced.
Zero-code suppression via HDB3 coding.

Unframed, 32-channel (G.703). Framed: 30 or 31-channel
multiframe per ITU-T G.704.

CASor CCS.

E1 output complies with G.703, so cabling must not exceed
-6dB/1000 feet at 1024 kHz (whether cable is coax or twisted pair).

Meets G.823.
Meets G.823.
Complies with G.703 Specification.

Back card has either all DB15 female or all BNC connectors.

UFM Unchannelized Interface

This section contains specifications for the V.35/X.21 and HSSI interface cards for the UFM-U.

V.35 or X.21 HSSI
Linerate; 56 Kbps-10.24 Mbps 1.-24-16.384 Mbps
Clock rate: N x 64 KHz, where 1 <= N <= 32 1.024 + Nx 0.512 MHz
N x 1.024 MHz, where2 <= N <=10
Connector type: DB 60 50-pin SCSI
Interface mode: DTE or DCE DTE or DCE
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Frame Relay Interface for the FRM Front Card

Frame Relay Interface for the FRM Front Card

This section contains technical specifications for Frame Relay service on the FRM

Type of Service:

Data Interface:

Data Transfer Protocol:
Input Data Format:

Input Data Frame L ength:

Frame Integrity Check:

Input Data Rate:

Ports per Card:

PV Cs per Port:

Port Electrical Interface:

Data Clocking:
Virtual Circuit |dentifier:

Control Protocol:

Bundled Connections:

Billing Time Accuracy:

Permanent Virtual Circuit (PVC).

Per ITU-T 1.122 and ANSI T1/S1 standards.
LAP-D framelevel core functions.

High Level Data Link (HDLC) protocol.

Up to 4096 bytes.

Frame Check Sequence and CRC check of dataframe. If CRC fails,
data frameis discarded at receiving node.

56 Kbps—2.048 Mbps. The maximum rate is available with only one
of four ports on the back card active).

4 Model D.
31 Model E.

252 per FRM card, distributed in any combination.

ITU-T V.35. IGX node and X.21 can be DCE or DTE for direction
of control leads and timing on Model D and E using E1 or T1.

Normal or looped.
Data Link Connection Identifier (DLCI).

Loca Management Interface with XON/X OFF type flow control.
The IGX node sets FECN and BECN bits in frame relay frame.

252 virtual circuits per card
1024 virtua circuits per node.

Upon request from a user-device, an IGX node provides GMT from
any node accurate to within one second.
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T1 Interface on FRI Back Card

T1 Interface on FRI Back Card

The BC-FRI-T1 isthe T1 interface for the FRM frame relay card.

Line Rate:
Line Code:

Framing Formats:

Signal Level:
Line Impedance:

Pulse Amplitude

Minimum Pulse Density:

Frame Format:

VF Signaling:

Max. Line Lengths:
Jitter Transfer:
Jitter Tolerance:

Connector:

1.544 Mbps, + 50 bps (+ 200 bps VCO lock range).
Bipolar AMI or B8ZS.

Fractional T1, adjacent or alternating channels.
Minimum of four DSO channels required.

DSX-1 compatible.
Terminated=100 Ohms nominal. Bridged=1 KOhm.

Individual pulse amplitude 2.4 V-3.6 V (making atotal
base-to-peak amplitude of 6V + 0.6V)

Zero code suppression, either LSB, MSB or B8ZS.

D4 and Extended Superframe (ESF).

Robbed bit D4 with A and B bits.

Up to 533 feet with equalizers using ABAM cable.

Meets AT& T PUB 62411 specifications.

Meets ANSI standards and AT& T PUB 62411 specifications.

DB 15 female.
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E1l Interface on BC-E1 Back Card

E1l Interface on BC-E1 Back Card

The BC-E1 isthe E1 interface card for both the NTM trunk and the CVM voice card.

Line Rate:

Line Code;:

Line Impedance:
Minimum Pulse Density:

Frame Format:

VF Signaling:

Max. Line Lengths:

Jitter:

Electrica |nterface:

Connector:

2.048 Mbps, £ 50 ppm (£ 200 bps VCO lock range)
Bipolar AMI or HDB3

120 Ohms (balanced) or 75 Ohms (balanced or unbalanced)
Zero-code suppression viaHDB3 coding

Unframed, 32-channel (G.703). Framed: 30 or 31-channel
multiframe per ITU-T G.704.

CASor CCS

100 meters. The E1 output complies with G.703, so cabling must not
exceed —6dB/1000 feet at 1024 kHz (appliesto 75 Ohm coax or
120 Ohm twisted pair up to 350 meters or 1000 feet). Cisco supplies
cable with a maximum attenuation of 7 dB /1000 ft., but the
maximum cable length for this E1 interface is 100 meters.

Transmit output jitter, receive jitter tolerance, and jitter gain meet
G.823.

Complies with G.703 Specification.

DB 15 female or BNC.
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Voice Circuit Support

Voice Circuit Support

This section lists voice circuit specifications. Where appropriate, the text names the card to which
the specification applies.

Voice channdl interface: 24-channel T1 (D4 format).
24-channel T1-ESF.
30-channel framed E1.

Voice compression: 32/24/16 Kbps ADPCM on the CVM
32/24/16 Kbps ADPCM
16 Kbps or 8 Kbps LDCELP (UVM only)
Voice Activity Detection (VAD) compression

Compression algorithm: ITU-T G.721, G.723, G.726.
Cisco 32 Kbps ADPCM
Cisco LDCELP
Cisco CSACELP

PCM encoding types: Accommodates mLaw or A-Law encoding,
End-to-end conversion available.

Channel gain control: -8 dB to +6 dB.

Signaling modes: T1: Robbed bit or CCS (ISDN).
E1 and J1: Channel Associative Signaling (CAS) or Common
Channel Signaling (CCS).

Signaling conditioning: Various make-busy and forced-idle routines during circuit alarm,
configurable on a per-channel basis.

Quantizing distortion 2.5 Quantizing Distortion Units (QDU)swith 32 Kbps ADPCM over
added: 1 hop plus 0.7 QDUs with Digital Loss PAD (mlaw or A-Law).

Nominal transmissionloss: 0dB at 1 Khz.

UVM Physical and Electrical Standards

This section lists physical and electrical characteristics for the UVM card sets.

Dimensions: Front card: 15.25 by 16.25 inches. Back card: 6.5 by 16.25 inches.
Weight: Front card: 8 Ibs (3.6 kg). Back card: 4 Ibs (1.8 kg).

Input voltage: —48VDC.

Power consumption: 55 watts.

Electrical and safety FCC Part 15

standards: Bellcore GR1089-CORE

|EC 801-2, 801-3, 801-5, 825-1 (Class 1)
EN 55022, 60950
UL 1950
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T1 Interface on the BC-UVI-2T1EC

T1 Interface on the BC-UVI-2T1EC

The BC-UVI-2T1EC isthe two-port T1 interface for the UVM voice card.

Line Rate: 1.544 Mbps, + 32 ppm.

Line Code: B8ZS, AMI.

Line Impedance: 100 ohms.

Frame Format: D4, ESF.

VF Signaling: CAS (robbed hit), CCS (ISDN).

Signaling conditioning: Configurable.

Idle code: Hex 7F.

Cablelengths: 0-655 feet.

Jitter: + 32 ppm.

Standards: ANSI T1.102, T1.231, T1403
ITU-T G.824.

Connector: Two DB 15, female.

J1 Interface on the BC-UVI-2E1EC

The BC-UVI-2E1EC isthe two-port E1 interface for the UVM voice card.

Line Rate: 2.048 Mbps, £ 50 ppm.

Line Code: HDB3, AMI.

Line Impedance: 120 ohms on BNC (balanced), 75 ohms on DB 15.
Frame Format: CEPT

VF Signaling: CASor CCS

Signaling conditioning: Configurable.

Idle code: Hex 54.

Max. Line Lengths: 100 meters.

Jitter: + 50 ppm.

Standards: ITU-T G.703, G.704, G.706, G.732, G.735-9, G.775, G.823, G.826,
1.431.

Connector: Two DB 15, female, and two pairs of BNCs.
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J1 Interface on the BC-UVI-2J1EC

J1 Interface on the BC-UVI-2J1EC

The BC-UVI-2J1EC is the two-port J1 interface for the UVM voice card.

Line Rate: 2.048 Mbps, £ 50 ppm (£ 200 bps VCO lock range)
Line Code: Bipolar CMI

Line Impedance: 110 Ohms

Frame Format: TTC-2M /J320.11

VF Signaling: CASor CCSs

Signaling conditioning: Configurable.
Idle code: Hex 7F.

Max. Line Lengths: 100 meters. Cisco supplies cable with a maximum attenuation of
7 dB per 1000 ft., but the maximum cable length recommended for
this J1 interface is 100 meters.

Jitter: + 50 ppm: transmit output jitter, receive jitter tolerance, and jitter
gain meet G.823.

Standards: Applicable JATE standards.

Connector: Two DB 15, female.

J1 Interface on the BC-J1

The BC-J1 isaJl interface card for both the NTM trunk card and the CVM voice card.

Line Rate: 2.048 Mbps, £ 50 ppm (£ 200 bps VCO lock range)

Line Code: Bipolar CMI

Line Impedance: 120 Ohms (balanced) or 75 Ohms (balanced or unbalanced)
Frame Format: Per JJ-20.11

VF Signaling: CASor CCS

Max. Line Lengths: 100 meters. Cisco supplies cable with a maximum attenuation of

7 dB /1000 ft., but the maximum cable length recommended for this
J1 interface is 100 meters.

Jitter: Transmit output jitter, receive jitter tolerance, and jitter gain meet
G.823.

Electrical Interface: Complies with G.703.

Connector: DB 15 female or BNC.
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Data Channel Support for HDM and LDM

Data Channel Support for HDM and LDM

This section contains interface card specifications for the HDM and LDM data cards.

Synchronous data
interfaces:

High-speed rates (HDM):
L ow-speed data rates:

Ports per card:

Control leads supported:

Control lead sync
w/data:

Data clocking:

Pleisochronous
clock range:

EIA/TIA-232C/D, EIA/TIA-449/422, V.24, X.21, and V.35
with IGX switch as DCE or DTE.

2.4 Kbps-1.344 Mbps.
2.410 19.2 Kbps per LDM port.

LDI: 4 or 8.
SDI: 4.

SDI: Per interface standards.
SDI: Upto 7 in each direction for fast EIA.
LDI: 3ineach direction for DCE and DTE for each port.

Control leads are sampled every 50 ms. A change normally follows
data within 100 to 1000 msec. Fast EIA lead iswithin 1 byte.

Synchronous and isochronous clocking.
Normal, looped, and split clock configurations.

+ 2 percent of nominal data rate.
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ATM Interface

ATM Interface

This section containsgeneral ATM interface specifications. For specificationsthat apply tothe UXM
only, see the section in this appendix titled “ATM Layer Specification for the UXM.”

Type of Service:

Interface Types:

Data Rates:

ATM Layer:

Cell Rate:

Adaptation Layer:

Number of PV Cs per card:

VPl Addressing Range:
VCI Addressing Range:
Traffic Queues:

Management Protocol:

Permanent Virtual Circuit (PVC).

User-to-Network (UNI) and Network-to-Network (NNI) per
ITU-T 1.361 and 1.363.

T1,E1, T3, E3, OC3 (STM-1).

Physical Layer Convergence Protocol per AT&T publication
TA-TSY-00772 and 000773 for T3; ITU 1-361 with HEC for ES.

T3: 96,000 cpsin PLCP mode, 104268 cpsin HEC mode.
E3: 80,000 cps.

AALS.
255.

0-255.

0-65535.

CBR, VBR, and ABR (except ALM/A).

LMI (Layer Management Interface) and ILMI (Interim Layer
Management Interface).
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Network Synchronization

Network Synchronization

External Clock Sources:

Internal to Node Source:

Clocking Hierarchy:

The IGX switch synchronizes to the nearest, highest-stratm clock
available. Any T1, E1, T3, E3, OC3 (STM-1) line, trunk, or optional
external clock input can serve aclock source.

T1: 1.544 MHz, + 10 ppm. (stratm 4).
E1: 2.048 MHz, + 10 ppm (stratm 4).

Dynamic primary, secondary, and tertiary clocking.

Network Management Control

Network Control Terminal:

Control Terminal:

Remote Alarm Reporting:

Remote Diagnostics:

Network Control Ports:

Alarm Notification:

External Alarms:

Indicators and Controls:

Cisco WAN Manager workstation and Cisco software required for
graphical display of network status, statistics gathering and
display, and automatic downloading of software.

DEC VT100, WY SE 85, Televideo 970 or equivalent terminal for
basic system configuring and alarm monitoring.

Auto-dial modem connects to one of two control ports on each
IGX node for automatic reporting of network alarms.

Auto-answer modem connects to one of two control ports on each
IGX node for remote diagnostic access by Cisco TAC or other
authorized personnel.

Two ports per node—one EIA/TIA 232C interface and one
Ethernet LAN port.

Status of all trunks and nodesin network distributed to and stored
by each individual node. Reported to Cisco WAN Manager
workstation at connecting node.

Meets Bellcore Compatibility Bulletin #143 and AT& T Technica
Reference PUB 43801 DSL (T1) facility alarm requirements when
equipped with DTI group.

Active and Fail lights on all cards and power supplies.
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