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B A S TH T £ = = - r
ERAEETS - - - s mREE EE . = =
£ Em FHISE / XIND-0001
| @ monmnn || & samnn || X sreres || @ Blspes || - 2k |

XINO-D0D2 —
XINO-0003 SEHE Qumkiz DEMSE IS SAF oS QBAEE OREEE QES
A—185P185 EETAMIEN | T =M |

XINO--0004
cvk192
XIND--D0D5

EEEEL  VIANID

EEME WERL..  elh7 eth2 172.16.202.254

172.16.174.174 255.255.0.0
R IEREE
v vs_storage RS eth1,ethd VEB O
w %
EHRORE
Bs MACithhE ol Bl T ElrEan b33 e pa==a
wnett Oc:da411d:76:3F 7 1.00KB i 171061 11.56MB
nets Oc:dad1147877 7 1.26KB 0 87573 576MB
vnetd Oc:da:41:10:58:80 7 1.00KB 0 17052 11.53M8
net2 Oc:dadt:1aDide 7 1.26K8 0 170537 11538

1.5.5 EFIENF

FEEHLR “WE MR 7 GRS & BB R B IEH, SR RER . TR SRS,
SR OL T 2 R B A LR -
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BRAEEFs

EHEE

, XIND-0001

., XIND-0002

& XIND-0003 SEHE Q4Ee  DEsEE 0=y EBEE O SHEEs | o
A-185-185

-, XIND-0004

= Rl s MACaiE
XIND--0005

(w
i
s
[ofy
il
W

ethd Intel Corporation Ethernet Connection X722 for 10GbE SFP+ 38.adbe 8d:8a:23

R EERER

eth1 Intel Corporation Ethernet Connection X722 for 10GbE SFP+  38:ad:be:8d:8a:24
eth3 Mellanox Technologies MT27520 Family [ConnectX-3 Pro] 38.adbe32.7c38

eth2 Mellanox Technologies MT27520 Family [ConnectX-3 Pro] 38:adbe:327c37
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H / cvknode2 /! fio-Performance-Test

® =5 | © =2xE || & peE || £ e
= Q HEEkEsE ERE:s e L=
EHEE=FE
BaE=fE fio-Performance-Test_ 005 &
et
== cwikknode2 [172.16.132.121]
s =T
EIEESE LEHU.KQ
b= CentOS Linux release 7.2.1511 (Cor
e}
E=2 15 7. 13TB
CAStools =T
CAStools BEa 5030
SIEERTIA 2018-04-20 10-44:57

1.6.2 EHFUHEMNMNFIEE

1. EEHERE

FERERIALE “AECRAINL” XIEHE T A BN LARL U, B WA RAE TN Virtio Bist (RTHHE
FVEREWIE); PRSI TN EAE AR, A7 TN “directsync” CREACED -
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= = EEHWATETREEERE | E2EEL. B (3
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Fhataml
& Fs =i 200 4 6B~
Ef=E 6.834GB
© s mETE i -
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ESHIATHEH wswitchD Q
= BE
B EREER Default Q
@ cPU SIS Q| x| @
MACHEEL Oc:da:41:1d:6c:54 3
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o IP/MACHESE CAStookEE @)
= ms
> =misE
mETs
O s
PaEEhmE
O IR Hdl .E.
MTU* 1500 -
o) BEE

163 BEEMHIEEELSE

FERERIALEY “VEREITZ " T T n] LEA BIELIWLEY CPU MR WAAIER /10 Hrt &L,
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IR & UIS Manager 44441 License i .
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3.3 UISE&ERRSE =X

Xt UIS RGUHEAT BAR IS BRI, 75 BA% M — 5 RO 2R BEAT B & RO HLER R PR3 A, B &
B 55 RGe . AERHLZ A 7 B EN LR BRI 2 100%
PEAHZ M (H3C UIS Rl & 7™ ftbn R 1L H T L)

3.4 IPHiMEFIEMNZTE
A EFE

o  TAHECVK G S WA T d 4T IP Mot Ao £ AL 7R o

o CVK#LFAMETHFREMIE CVK 4L, £ F AR A5 M%, Bk CVK ZAUR
hEl ke & TR LT A

o BBATEAUMBRA. FAA AAMERLT SR,

o EHN AMEEPMIEA RVEHEH. WA, R REEHMTEN R RS
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R CVK ENL LR 7 LA ECE AT 1R, WIEMBR . RS 2 R R AL (B
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3.5 WHREIEEMIRI L E RIERE O

BRI G B, 5 2R B R A LR E IV BEE o X 20 B8 AR BT AT X 2% A0 B 7 1
THBEAT, WHORAEM IR TN AL AR R

20



3.5.1 WHREEEMZ BRI E YRR O UK iR DR

Xt RE R A HA LS8 5 i 1 DL S A B AN REAERT G REAT, F6 )R B 8RfE. K2 im D R EE T
[/ N 57 P 6 A iR i aia S AR W e o = P T LS =/ DB 25 T X e

S8ZE AL

EHL. EH2.

(172.16.202.4) . (172.16.202.6) .

R R G I

o IINMLE T TE

PR TG LUK 2R SRR oy — AN A R, ISR 0B B T i e AN I N B 1Y) A TR
o RmMIERM A EEM

WM RGN N BN, A KRR, RS B SR N BE S (A AT 4B
HEE A RS bond LI A £ 88 lacp ThX, W NEESEENZIEERE .

1. OVS SR E

ovs M FIAZHA LM LA BE lacp Bl . ovs f bond 1 L, lacp HHiFc &, active fll off, active it
BRI T lacp, off %R 1HBE lacp.

AR lacp_status IRAH =F, 4347l negotiated/configured/disabled —FfikR%s, negotiated
RS AP IR configured IRZA A ovs {58 lacp,(H & lacp i K, disabled R4 ovs
M A AL BE lacp.

W N E 1 Bias, A bond K RTHAL . lacp A active IRZS, ovs il bond M _FEL & #EE T lacp,{H &
bond ] lacp_status JR7 K configure, X FhiE IR m] B Xt i A AH A lacp S 2
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Bl SR athEky

root@cvknodell?: sctl list Port ymh_bond

_uuid 2bez 59-4570-2c30-7bdc5fe25526
TOS

bond_active_slav : "60:da:83:3d:51:d4"

bond mode
bond_updelay

external_ids
ake_bridge :
interfaces : [31fs - C5E c scf4-cd67323bd4eb]

L |
: ymh_bond
T

other_config cp-ftallback-ab="true"}

p_statistics
stp_status

2 [
HEN
: {7
: )
HRY;
: {}
: 1
HEE
: 1
HEN

root@cvknodel17
root@cvknodell? ovs-appctl bond/show
---- ymh_bond -
bond_mode: balance-tcp
recirculation: yes, Recirc-ID : 612

downdelay: @ ms
lance: 9790 ms
configured
macs 3d:51:d4(eth3

enabled
nable: true

d
v
true

root@cvknodell7: ~#

IEHTEOLT, shARE lacp WhF ), bond IRZWIE 2 frw:
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E2 ZHSRENERI

root@cvknodell7:~# ovs-appctl bond/show

---- ymh_bond ----

bond mode: balance-tcp

bond may use recirculation: yes, Recirc-ID : 612
bond-hash-basis: @

updelay: 0 ms

downdelay: 8 ms

next rebalance: 6385 ms

lacp_status: negotiated

active stave mact—60:dai83:3d:51:d2(eth2)

slave eth?: enabled
active slave
may_enable: true

slave eth3: enabled
may_enable: true

root@cvknodell7:~#
root@cvknodell?7:~#

1t ovs B, B RA X T 7 N R F o PAATE A A 5040, 1K 38 1 32 2 X075 T- 558K entry 7E

hash it fEr, 4EEA—FE.

(1) balance-tcp Bx: MRAFELUKMZEARL,  GFE,HP)D Mac #ilik, vian 5, IP#RCHL, G,
HED IP bl (835 1Pv6 shlib) . CGJE, B D DU)Z 0 1 7 BLET hash 15 2R SC I HE R #2100

(2) balance-slb #=: HEMREIE mac Al vian 7 B#k4T hash 53R SCHIFE R BT, X2 2400
FLH R & ) bond_mode FHL B 25

2. OVS BERE

ovs MFIZZ EH LML ARAERE lacp PN, FoE IR W
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.3 ﬁ%n_.\ AEEE’Iklh\

root@cvknodell7:~#

root@cvknodell7:~# ows-vsctl list Port ymh_bond

_uuid : 032b03ch-4f59-4570-ac30-7bdcs5fe25536
TOS :[1]

bond_active_slave : "60:da:83:3d:51:d3"

bond_downdelay F:]

bond_fake_iface : false

bond_mode : balance-tcp

bond upde]av

1nterfacea : [31f5424e-c56T-4542-bBb2-1f163cf51cbe, 93ac466b-4 4c7f-8cf4-cd67323bd4sh]
lacp : of

mac —H

name : ymh_bond

other_config : {lacp-fallback-ab="true"}

protected : false

gbg_mode :
gos
rstp_statistics
rstp

statistics

status

tag

tep_syn_forbid
trunks

vlan_mode

vm_1p

vm_mac
root@cvknodell7 :~#
root@cvknodell7:~# ovs-appctl bond/show

---- ymh_bond ----

bond_mode: balance-tcp

rec1rcu1at10n yes, Recirc-ID : 612

—— ey ey —
PN D - D

: 6132 ms

active stave mac: 60:da:83:3d:51:d3(eth2)

slave eth2: enabled
active slave
may_enable: true

slave eth3: enabled
may_enable: true

root@cvknodell7:~# []

Hrp, bond CIECE B, lacp IRZS N off, A lacp_status IRZS A off.
£ ovs B, SSRGS SPNE I H FEARTE I EM A N E . S P AR A
PN RIS ER S, N SR R T3 4
1t ovsdb 1 bond i I A R A7 3 B 1L #E 07 X, interface HAREVIBE < UL egt, AT W R G
&
(1) ovs-vsctl set Port bond-name other_config: active-algorithm="speed|order”

Hrh, speed FoRtgEM-FEFRER B, order FonT& I8 M-S HC B 107 kit £ L e . 1
mvTM%ﬁ R AR i R PP R T AR R P B
(2) ovs-vsctl set Port bond-name other_config:active-algorithm="true|false”
Hrf, true FRI8 1% € M EFEK M R down |2 )5 X up i, SEHVIHEE; false RanA Tk
B2 A ARECER, SEATE .
(3) ovs-vsctl set Interface ethx other_config:slave-priority="n

i*nﬁmﬁﬁﬁ%%FME%M?%%MEﬁ,%m12&“,ﬁiﬁ¢ﬁ%ﬁ@%o
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B4 FERERANOEE

root@cvknodel17:~# ovs- ua(t] list Port ymh_bond
_uuid H 93 4f59-4578-ac30-7bdc5fe2!
Tos
bond_active_slave
bond_downd
bond fake iface
bond _mode
bond_ upde]av

external_ldu

ake_bridge :
interfaces : [z de-c56T-4542-bob2- 63cfs 2, 93ac466b-4868-4c7f-8cf4-cd67323bd4ab]
lacp
mac
name A
other config ; L = 1,k fal k=ab="true", reselect-on-change="true"}

root@cvknodell7 :~#

&5 &84 ovs FRRR interface FRYIEORE

root@cvknodel17:~# ov | list Interface eth2

_uuid 1 3115 56f-4542-beb2-1f163cf51che
admin_state H

bfd

bfd_status

_status
_count

cfm_remote_mpids
cfm_remote opstate
duplex

error

external_1ds

mac_in_use
mtu

mtu_request H
name : "eth2®
ofport b
ofport_request - (1
options H
other conflg : {slave-priority r
5 : {collision rx_bytes=3785277, rx_crc_err=0, rx_dropped=6,

: {driver_name=igb, driver_version="5.3. firmware_version:
. ouw

réut@(vknudell?:»#

3. OVS HEM Ol AESEE

N PUE BRI vswitchO LR [ eth7 VI4h ethb+eth7 (I ah 255 A 8 238 A 6 34 48 2851 1t B o

(1) iR eth5 Fl eth7 X Z N O AR E VSR EGH, XA DmE 7 REG4 52, ovs
AL B k. B4 ovs AL B 5h 75 KA % 2 (bond_mode=balance-tcp)/#: 4 (bond_mode=
balance-slb) 1 2 43 4H R 7] ;

ovs-vsctl del-port vswitchO eth7; ovs-vsctl -- add-bond vswitchO vswitchO bond eth5 eth?

bond mode=[balance-tcp | balance-slb] -- set port vswitchO bond lacp=active
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==
:
A FE

REAG AR AL — AR, XARNT EFEREF (vswitchO #4% eth7 o) Bl 4 LR E
vswitchO # eth5+eth7 93h & B 44 X,

(2) iR eth5 Al eth7 X 238 AL A BC BB SR A4, A S E&RE PR E S
v
o  1F ovs % eth5+eth7 A X &R EE L,

ovs-vsctl del-port vswitchO eth7;ovs-vsctl add-bond vswitchO vswitchO bond eth5 eth?

bond mode=act ive-backup

o eth5 fl eth7 XA HABCE SIS REGH, HEXHAmE 7T RAHED (AMR—RE, &
¥ eth5 EH2%F i A2 0L 1 GigabitEthernet1/0/5, eth7 25} i 38 B b L Il
GigabitEthernet1/0/7) .

H3C]interface Bridge-Aggregation 8 / /OGN 8
H3C-Bridge-Aggregation8]link-aggregation mode dynamic /TR EREGHANNERE

H3C-GigabitEthernetl/0/5]port link-aggregation group 8 //¥ G 1/0/5 IMAEEH 8

[
[
[H3C]interface GigabitEthernet 1/0/5
[
[H3C]interface GigabitEthernet 1/0/7
[

H3C-GigabitEthernetl/0/7]port link-aggregation group 8 //¥ G 1/0/7 INMANEEH 8

==
A b =\

Bridge-Aggregation 8 @ R & 69HLE (LA R vian 69 E) EANARASAERHEED (X2
GigabitEthernet1/0/5 #= GigabitEthernetl/0/7) th#x—%, FUHERESFHEBRIEL L #o5te
2 A

o (AW T A KEAS T4 RAH B NI E 2% (bond_mode=balance-tcp)/#E 74 (bond_mode=
balance-slb) i %544 :

ovs-vsctl set port vswitchO bond bond mode=[balance-tcp | balance-slb] lacp=active

4. OVS HER OV AFRSRE

N LEHLR vswitchO H1 LR 1 eth7 Y1l eth5+eth7 (K302 5K & i P2 A 7 3843 40 2445 350 1 o

(1) R eths Ml eth? Wi X HH CLRE 7oK G4, HHERWA e 7 RaHEm, ovs
MAC & v BELREAE ovs MIIfC & 315 % & = 2% (bond_mode=balance-tcp)/#: 74 (bond_mode=
balance-slb) {1 £ 53 4H R 7]«

ovs-vsctl del-port vswitchO eth7; ovs-vsctl -- add-bond vswitch0O vswitchO bond eth5 eth7
bond mode=[balance-tcp | balance-slb] -- set port vswitchO bond lacp=active
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T
A =

REAE AR AL — AR, XARNT EFEREF (vswitchO #4% eth7 o) Bl 4 LE E
vswitchO # eth5+eth7 4930 & B A4 X

(2) 4R eth5 Al eth7 X 28 AL A BC BB SR A4 TPIAEH S &R AR E S
v
o  1F ovs flIfi%E eth5+eth7 &S X & B EE R,

ovs-vsctl del-port vswitchO eth7;ovs-vsctl add-bond vswitchO vswitchO bond eth5 eth?
bond mode=active-backup

o eth5 Ml eth? X[ A E AR EGH, FHEXPIALINE] 7 RGH R E CRR—HKiE, &
¥ eth5 4201 i &2 #e WL GigabitEthernet1/0/5, eth7 %45 ) s A2 3L 11
GigabitEthernet1/0/7) .

[H3C]interface Bridge-Aggregation 8 / /RGN 8

[H3C]interface GigabitEthernet 1/0/5

[H3C-GigabitEthernetl1/0/5]port link-aggregation group 8 //¥ G 1/0/5 IINEEA 8

[H3C]interface GigabitEthernet 1/0/7

[H3C-GigabitEthernetl1/0/7]port link-aggregation group 8 //¥ G 1/0/7 IINEEA 8

e
A EE

Bridge-Aggregation 8 2 @R 489B E (LA R vlan WELE) ENREAE @ EED (X LR
GigabitEthernet1/0/5 #= GigabitEthernetl/0/7) th#x—%, HFUHERESFFEBRIEK L # o 1e

B A,

o fEHWITmARHESTAEANE NFHFES S (bond_mode=balance-tcp)/%: 4 (bond_mode=
balance-slb) i %544 :

ovs-vsctl set port vswitchO bond bond mode=[balance-tcp | balance-slb]

5. OVS MR ATIRARESRE

N LA vswitchO HBIAER S (eth5+eth7) VI AE SR A 246130 .

NEREGVIFNTFHERE, N THERATRKTFETE RERDZM), FiaZEEHSE&EK

Ho

(1) #5 ovs MBIERGVIHFNFSERES .

ovs-vsctl set port vswitchO bond bond mode=active-backup lacp=off

(2) ¥ eth5 Fl eth7 Xfum A el 1 B R G H LA RE lacp (R 5 & 4H 4 Bridge-Aggregation 8)

[H3C]interface Bridge-Aggregation 8
[H3C-Bridge-Aggregation8]undo link-aggregation mode dynamic

(3) #5 ovs MRAHE HES LR UIFNTSRBEAR.

ovs-vsctl set port vswitchO bond bond mode=[balance-tcp | balance-slb]

6. OVS HEF SR AVIRANTERE
NTH LA vswitchO HER SRS (ethb5+eth7) VI ahAS JEE 2841 5 B
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(1) ¥ ovs MEFEREVIHNFHEFEERS (ovs MAFFESESKIATERX—D) .
ovs-vsctl set port vswitchO bond bond mode=active-backup

(2) ¥ eth5 F eth7 XFum A HHL O IR A 4LERE lacp (R 5 A 41~ Bridge-Aggregation 8)
[H3C]interface Bridge-Aggregation 8

[H3C-Bridge-Aggregation8]link-aggregation mode dynamic

(3) # ovs Migh & L& RA VNN M G T3 H

ovs-vsctl set port vswitchO bond bond mode=[balance-tcp | balance-slb] lacp=active

7. OVS B &M

X H LA vswitchO | eth5+eth7 Bl m i #8r FHT1#A eth7 S A1 28451 350 9H

(1) K vswitchO I R A B N FE S R A

ovs-vsctl set port vswitch0 bond bond mode—active-backup lacp=off

(2) 25 ¥ vswitchO Xt imss #ell eths Fl eth7 N R &4 (B5 eth5 iE 5%t i A2 #epL 1
GigabitEthernet1/0/5, eth7 &5} 572 #4L11 GigabitEthernet1/0/7) :

H3C]interface GigabitEthernet 1/0/5
H3C-GigabitEthernetl/0/5]undo port link-aggregation group

[
[
[H3C]interface GigabitEthernet 1/0/7
[

H3C-GigabitEthernet1/0/7]undo port link-aggregation group
(3) ¥ vswitchO EFFAERREMER, FH¥K eth7 #m3| vswitchO H:

ovs-vsctl del-port vswitch0 bond;ovs-vsctl add-port vswitchO eth?

A R B AR AR O AR V)45 R % 5 Bhas i R AR SR S AR ) 3R B R DT VR AR — L X))
e R A2

ovs-vsctl set port vswitchO bond bond mode=active-backup

N
TE

REZ R Pd T &4 EIRE RF (bdedd 3540 2 ARAIRF]) , CAS ovs RAEME| % & -FiF
#, 2HAANAEQHFL, BREXDBRIFTEFLER PR E DGR EAT,

3.6 CVKEN F#uisE

B PR RS R R R, ASRE E R TR, T A A AT A L A R AT B
ABEMIASER, RARIE 2% (H3C UIS il 5 #ieds T 45D

3.7 UISEHL (&L

==
A =R

A CVK JG 6 84y 24T F AT root Bl 7 2 4% 69 15 AR AE

FPRET R EER eV ER, MBS PSR F R NS4 UIS root I # SN2 2L
Jiif
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3.7.1 WEB T E{&&EH root ZZH

(1) A ENL R (BN %4

=P = kil || KA

@ IShneEHHL
X SAERIAL = fIE

- | EREEEET

CPUZIZE

CPUELS

CPUZES

2 TR EFER

Q itEEmtE B 0 Al e

172.16.186.1

B E=

Unis Huashan Technologies Co., Lid. CELL
3000

2*8* 2%
Intel(R) Xeon(R) Siver 4110 CPU @ 2.10GHz

21GHz

(2) AEFHE EENLT MEHER I root F BT HIEN, JFaid DaE ] %48, RN

B

AL X

Rl . E DU APRES R SRIE,

== ZJ-UIS-001
Brs= root

BEEE AT
TS AT
BEIAEE SR =15
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3.7.2 admin ZmB&%

uis Manager WA — M —HIVIGEN . R FHEB U R, 77 LU vis manager TTTHI 2
J&, A FA ST admin &, WL IS .

 BHAEETS Ot

3.8 £ A

N
szi& b5 =\

Wi b, RHY ERFERMAKBEN P4, FHREFLEEK, ZRELFEDORATY
B, Ay EERFRAHKALNR, AN RET 556, HREVE, FREAHZEHLITT—
AN R T T

38.1 BEVEAE

%

IR EMLMEREZ UIS RAKRKE —& M&BRE KT -,

VRO INEEHAREEREBRDSELABAL TR —B, REEABARKT 1;

(1) B EEUrE R GRS A& B L k55 WX A7t UC B 47 (5 BT S A B IR R TR — R BD
PFRAIE %A WX 4% J2 T S

;v

© 1182.200.68.104 ® 2182.200.68.105 ® 3182.200.68.106 ©® 4182.200.68.126 5182.200.68.127 =

Xshell 5 (Build 6719)
Copyright (c) 2002-2015 NetSarang Computer, Inc. All rights reserved.

Type “help' to learn how to use Xshell prompt.
\~1%

[c:\~1]¢

Connecting to 182.200.68.127:22...
Connection established.

To escape to local shell, press 'Ctrl+Alt+]'.

:00:39 2018 from 182.200.68.11

root@nodel27
_inux nodel27 11 1 :39 EST 2018 xB86_64 x86_64 x86_64 GNU/Linux

(2) TR RE S D AUR B ceph 73 X H AN HABSERE AN B9 55
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&6 REFEATS: sd*J ceph 51X

[root@nodel28 ~1#
cenh versinn 12 2
[root@nodel28 ~1#
NAME MAJ:MIN RM
sdf 8:80
sdd 48
sdm
sdb
sdk
sdi
sdg
sde

ok ot ol fod ok o ok (D) ol fod

0 00 00 €O 0O CO/CO 00 00 €O CO 0O 00 00 CO X

Pk ol ol o o o ot ot

00 00 X

ceph -v

1-1IniStnrNS-V1ARRAAIRIS

1sblk
SIZE RO
1.8T
1.8T

.2G
.8T

clooNoofoolloNolofoRoNooNoNoN ol

(cfq

TYPE MOUNTEOINT

disk
disk
disk
disk
disk
disk
disk
disk
disk
disk
disk
part
part
part
part
part
nart
disk
disk

/boot

/

[SWAP]
/boot/efi
/var{log

in /var/spool/mail/root

E7 S#FER: sd*g ceph oX

[root@nodel2r ~]# 1lsblk
MAJ:MIN RM  SIZE
1.8T
100M
8T
1.8T
8T
1060M
745.2G
1.8T
1.8T
1060M
1.8T
1.8T
100M
1)
8T
8T
106M
745.2G
1)
3.7T
2M

1G

ST
94G
12M
506
1.8T

RO TYPE MOUNTPOTNT

0 disk

© part Yvar/lib/ceph/osd/ceph-

0 part
0 disk
0 part

© part Yvar/lib/ceph/osd/c

0 disk
0 disk
0 disk

0 part Yvar/lib/ceph/osd/ceph-

0 part
0 disk

© part Vvar/1lib/ceph/osd/ceph-3

0 part
0 disk
0 part

0 part Yvar/lib/ceph/osd/ceph-

0 disk
0 disk
0 disk

/boot

/

/

[SwAP]

/boot/ef1
/var/log

(3) R EHUAIA NN




ERaEEFEa

R EHEHER

CPURIEE CPURIFEE | CPURIFEEE

& 18768 AIEHIRE 4 & 18768 mEEEE 490% & 18768 pEEREE g 1007
S 3068 BEREE = 32068 BEAEE S s0cE mEREE,

EIIEREi B kS|

BRAEETE “

(4)

BRI ESHAIL

R aENETTEEE EAIIE]E S

XM ENHATHEECE S, BPDRZT s A SR . RN T DL FZ TR M
SCRPAETHAT AL AAFRETT A, BRIANANVALE, DRRE 5 5

()

=l ENESR/ FHER

FINFISEET

10.126.37 42 == FrEEEEE E @ d PC (1440FX + PIIX, 1895) o
10.125.36.36 SEHEEN 5 @ Fd PC (i440FX = PIIX, 1996) o
10125.36.37 s, ENG) d PC (1440FX + PIIX, 1895) o
10.125.36.38 Fd PC (1440FX = PIIX, 1926) o
10.125.36. 42 d PC (1440FX + PIIX, 1895) e
10.125.36 .99 Ll O rd PC (i440FX + PIIX, 1996) (g(
1012637229 il Q d PC (1440FX + PIIX, 1895) e
10.125.37.228 el O rd PC (i440FX + PIIX, 1996) (g(
1012637227 FiE Q d PC (1440FX + PIIX, 1895) e
10.125.36.47 rer R4900 G3 (g(
10.125.36.32 — | [iserverRasnoG3 e
10.125.36.43 — ) rd PC (i440FX + PIIX, 1996) G(
10.125.36.133 34.60:50:20.79:00 210200A000H193000111 E0781 UIS-Cell 3020 G2 e
10.125.36.132 34:6b:5b:29:7a:3e 210200A00QH 193000108 EO761 UIS-Cell 3020 G3 G(
10.125.36.131 34E0:50:20.79:42 210200A000H193000110 E0781 UIS-Cell 3020 G2 e

382 BMEREN A

W NIRRT RAID Ja A BEAN N SIS b M0 L 1 sl A 0 20 5 i S 0 e F) B i 7

RSS2

(1)
(2)
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11.
() M, REARE O, Sk R SRR E, it <ih> e

SERARAE .

= . . - s s egm Q- 09| =0
SHEE Q

B &= = REER

e Y

NP
o 0.00% 0.00% 0.00%
-Node36 E.5= 111.111.8.36 - T-T-TT-1] 0.008 0008
UISNode3? BE= 141837 EE-EY-1Y-11-1] S4TE o S — 1255500 m———
UIS-Node38 B 1111838 ) R 1253268 oo

HEIEER S S DD EmETsm: 30 vy

HE

sdh diskpoolhdd  EEE OIS 364TB . = HOD SATA a5 Lsi0 OFF ax T am
sdi diskpool_hdd  HEEE fatiz 36478 . 220 HDD SATA 87 Lsi0 OFF ax T am
sak a5 ] 278.88G8 - HDD SAS 827 Lsi-0 OFF o] Tom
nvmen1 D& 18218 - ssD - - - - o m
oFES 2788368 - HOD SAS 826 LS OFF axFaom
EENFCR  SEE T 1| | stk R

(4)  BERFRERLRPIRS I ORECE” AR “ARBH” RE, Bl < BIbR, EREAH B A, R
HL<BNSHZEH 7E iR A -

gETs

UIS-Node36 - 0.008 LA
BE BERSER BEENN FREE

UIS-Node3? 1255568

diskpool_hdd diskpool_hdd I HDD 18 20,1678 205478 0% s
UIS-Node3a 125.32G8
HE3EmoR = SR sEEA: 0 v
=3 O R

AR, SIS ST 0
WERR L
sdh i ) Hiﬁ? S0 OFF fo B 40 | m
sdi di —— ——— sk OFF fe 740 | m
sdk O xR 2788368 - HDD sAS 827 LSH OFF te Tom I

E— e - — -

R Y RIS A B LR, A AT ARG E TG, B MR osd, £
XSRS RUE BARIRPAT LA T 4 (0 XA osd id, itk osd id 1EAf), FEPLTEUTT

systemctl stop ceph-o0sd@0.service

umount /var/lib/ceph/osd/ceph-0

rm -rf /var/lib/ceph/osd/ceph-0

ceph osd out O

ceph osd down O

ceph osd rm 0

ceph osd crush remove osd.0

ceph osd crush remove device0

ceph auth del o0sd.0
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LRI E T flashcache Z2A7 I #5047 LA N i

ceph-disk rmfcache --fastremove --fcache28c81f-e89d-487d-9585-6da -- /dev/sd* (i€
fcache28c81f-e89d-487d-9585-6da A osd.0 XM fcache uuid)

LR T o8 BB FHAT U T a4

cat /var/lib/ceph/osd/ceph-0/block.db uuid (FEHHA d737d16d-e97e-48a7-8c4c-2£58e904c7£5)

readlink -f /dev/disk/by-partuuid/d737d16d-e97e-48a7-8c4c-2£58e904c7f5 (B Mt N/dev/sdf2)

parted -s /dev/sdf rm 2

cat /var/lib/ceph/osd/ceph-0/block.wal uuid (YREHiH N a87efe76-de8b-4a4b-95a4-d65174c68b3d)
readlink -f /dev/disk/by-partuuid/a87efe76-de8b-4a4b-95a4-d65174c68b3d (B EHit N/dev/sdf5)

parted -s /dev/sdf rm 5

ceph-disk zap /dev/sd* (osd XM FIZH LT

=
A =

umount /var/lib/ceph/osd/ceph—0 44 & A& % MAFL, ZEH osd HBAIRE 8 FhILALILH],
2 FH AT systemct]l stop ceph—osd@0. service

3.83 BERET A

AENPIERTAERRG, X QERRHATE#Y A (BT 5T A SR S oy K EHR D -
HI TR R BT RS, FERBEREIRAR, ROkFell 55 B/ (R BaR A, e oS at 5 /)
R, LSS IERIZAT, BRAERTRERERE 100%, HIoRw &%, =3 & d 1l G R,
ToIEMER ENL, VEIETE T EN .

B ER SRR, A T e e AR 4

(1) MIER— DB ERET AL B[RV 28R MER AL

FHBE
| @ mmaEnn || @ saEmn || X 2eres || @
_— . & Rt
= f= © HEESE [ FEi 0 =i, == @ _ P [z
e R ==
. FEFER ExEs o ¢
0]
PRk 10.125.36.38 @
BMCHEIE 10.125.25.4
«* FEEOVFISER
RS New H3C Technologies Co., Ltd. UIS-Cell 3030 G3

(2)  Hhbr Q2 MIERXS L KR £ RAID
FF NN RIE S, H] Isblk 2F, 7] UUE BIFTA LS R, 7TUUE 28R £ 8 sdb, sdc, sdd,

sde
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mailto:ceph-osd@0.service

[root@nodel24 ~]# 1sblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
c A8 ) k

kh
[SwaP

You have new mail in /v
[root@nodel24 ~J# ||

N CAMIBREdE RN RAID. REFENZ, WARAAELIERN RAID KM, WFHZEFMER
RAID J5 AT [ 8i84E, BRI RS 4 RAID.

(3) hHIAAL, AR

WHIBEL, HAERRHEE, ] RAID & H T Bt sbpif i RAID 0 #:4E, H&: S
MR ERAT, JF)E RAID RINZAT . RARCHIF R ITESEZ I Rig S

3 Isblk iy &4, B F &1 BT A SdE S s 1l .

(4) Iz s AR

W FNURIT A, RN, PIREE A A E .

(5) ST

BEEZEENERA ceph —s, MEHMFE N 100% 2 )5, WH—AMTEEEZ 1-58 , HRAT
T S BRSO KR

/Q
& i
¥IET K, REFHLEAKRENE, 220k 5351,

3.9 EHRER

3.9.1 JFEEmM
(1) W B4R, SRR AR S MR B T, SRR AR, B A L T
TR, WMERGESGAENTER, HENBERLE | G R R 100%, T8

Al 24 A
HEE,
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1182.200.68.104 = ® 2182.200.68.105 ® 3182.200.68.106

Every 1.0s: ceph -s

cluster:
id- A24aS5ahH-2Re0-4e65-aael-8f20d75c6F60
health: HEALTH_OK

services:
mon: 3 daemons, quorum nodel@4,nodelB5,nodelB6
mgr: nodelB4{active), standbys: nodel®S, nodelB6
osd: 30 osds: 30 up, 30 1in

data:
pools: 2 pools., 1024 pgs
objects: 3008 objects, 11989 MB
usage: 87237 MB used, 55791 GB / 55876 GB avail
pgs: 1024 active+clean

io:
client: 3437 KB/s rd, 8378 KB/s wr, 154 op/s rd., 369 op/s wr

(2)  SERENAET T B SOCIEEAT A AR
(3) HRAELHAEN, TE%&PG%MEﬁ TN TCiF At

1a624b7b-db6e - 4be9-9084-53c1bd3e6082
health: HEALTH_WARN
Degraded data redundancy: 112853/110472 objects degraded (101.431% gs unclean, 541 pgs degraded

services:
daemons, qucrum chlG cd0l,cdez

2 GB avail
objects degraded (181.431%)
e+recovering+degraded
sctl\.e+c'\ean

client: 914 d, 2 ] /s rd, 95 op/s wr
recovery: 668

(4) EECHMEREEE/ BN R RS A A, ARAE A RIE R T 85%. A RESHAT I ERIAT
(5) HETEMEECN 4, ARV

3.9.2 fgEANEN

o TRUEEFEM. MLE-P. A7t X B 25 AN 2 )2 THI 3
o {EUIS FUHTA4 7 HAE, JraUA WdP RIS S 4a S A 3 4e 25

3.9.3 PEgER

PRI N 2B E-MER ML, MBR NG F 2580 B [a], SRR @R 100% 58 A 4 g
BRI E BN, MIBR G B ERAE R Z30 A2 fe /) 3 T K ZEK
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T
A =

MR T EEBRKIE: MBS, ZEIAMTE [FELIAK] <=[HFELIMAK], TNL
EMIE

3.9.4 BEHES

(1)
)

®3)

FETIHS “A7fl” IR, Bl /o S AR 9 U BRI AT, R Y R B U
FEAFAETS R B P e HARAE A 19 1o

FERLEL SR, EFRBCE WAL, B " KR, #HRIERIAXHEHE, P <ifiE>1%4H 5%
JRERAE -

BREEETA

111.111.838

1.60%

T B bef 4 ) e LA A — BURT A, SRAEAERESE 100% 5 4 REMI R HL e IR AE AL
M EERE AR, MRENR A DU, WJGiEE R A 40 A B 7 RN PR 2 A 7 ER UM R 3=
BT, AT SR

3.10 NTPH}E/{&2%

3.10.1 FEEIn:

REFOATL L ST JE I 8] [ 25 Th e 2= 8 Sk RE UL A 8N RS SO AW LT AE ML) RGN /], 2
X AL P B 453 RS R, A ST 8] JiT 0 20058 PA BT A R UL [ [R] 20 T e

PEAE R BB DN ], 14T N B web TURIAS IR Ml SO R G 8 IR S5 s Bk IR
B 2D EIREL. WoRENRERE, AIREFEH3C UIS BHNF & MR A 78,

M ASRAZ S 8], License (A BUHS AR 4%, PRI THE License 5 25 [A] B AE #5387
License, % License TG & i o

[ A SRAZ LT 8], ki s [ BOnS B 1) FEAV RESWLEI Ve RE I d s . IR EdE ik . B ekt
(8] 5 web U AU REUNLIEGE IR F DU vl Re o “ | s 7, 75 S50 — BT [ SR 2G4
i o
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) A SRAG AT 8], 7 1) S 0 1] B T4l . OUR ¥ (CRLGERTHEHN . D SRS 0. FF
RHLIRIE AR [B] . ACL SRIE i3 FIITA] By A0 SR DR R S &5 5 I D el =2 25, I
B A R0 DK DUME U (e, ISR ATVPAN 2 15 75 B8 SO DG IC B B30 (AR G T R

CVM XHLIAEE, A0 A2 Hhyd S ARIEFE & CVYM B [H— 2, NTP [FP I (A2 2 i F-3)
Bk, BARESTEN DT,

3.10.2 BRSSFEEAFRIEETEIRIELS B

AR BT BT, T RS SCR GO AL R AR AT AU . AR T DARESE, BRS8N — PR

(1)
)

®3)

&4 CYVM L E .

KA T A UL Thag: U7 1A SEms AL 0t (8] Bt . WU -1 CRL JE I B 2505 SREmE A7 R0
ACL SIS LN AL B, CVM BCEEIN 25 0r« JFRHLAENE . &40 g . PRIRSENG . A E
TH R AT AT 15 77 EEAR I AT [R] 475 700 2307 R 4 D) R A RNt 1)L 4= B ARG T RE

A48 F ntpq -p’ B & &S EHLHI NTP Server &7 SECE I —2, 1 H of fset J& By BI4a st
fi/NF 0.15 sec »

A vl @

@

= Q a

B i = v
ERAEETE = E@m Ema mEE f = Ul

E=

i)
B
=

% EHEE

0 ==2Em

K . 15:51:37
: 9 3 - -
.8 4, 2021-5-14 EH
16 5
BENTPIES S
EEFarREnETIA RS ESARS— N, BU2ENTPRERSS , SREEEF ot RamRTiH RAHTa SIESONTPRERS SRS,
NTPZ=EESE 10.125.36.30
NTPERRESE
X

[sysadmin@cvknode2 ~1$ ntpg -p

remote st t when poll reach

nection to cvknode2

[sysadmin@cvknodel ~1% ntpg -p

remote refid st t when poll reach delay offset

'-'-'LUI:AL((-;I) . a1l 12 6 3 0.e00 0.000 0.e80
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R BT REAUMILIN 8] [ 22 D g o

ERMESHIH, — gdw-UIS-EDGE-DEV X

= |= } EEHVAMTETEEEENS | EREHESE. /0fitH. CAStolsERE | WSS 83
@ cpu SRER gdw-UIS-EDGE-DEV ‘ng’
' - M3

ik .
r== _
~E sEH ®
sEpn ey = ()
% . EEREE = @
ETHE ®
® e REES 5 | @
CAStools EZNFHE
O » ERAE
EE~

(4) EiFERPRIL LA

(5) IR AR RN

(6) Web TTTHAS A A R MLF & EIETEIZ T H LS, #AETEG S8 [A]. date iy 2152k
ARYiNtE, 4 date -s'2019-1-1 12:00:00'; hwclock fiy & & 5 ik 45 #& il ¢4 18], 40 hwelock —
w K R Ge It A] [F]45 SRR (A . hwelock --set --date='2019-1-1 12:00:00'. &4 72 s ko 25 &%
AR5 8% R GRS TR) . B4R . date #4607 R Ge I A TSGR, hwelock Ay 246 25 AR 55 2%
AR (8] R BRI 1R, of fset JEEUFHIZEXHE/NT 0. 15 seco

(7)  JashIL A L RN, KRS .

e W RAERERC BN AT, NTP Server th 75 ZRIASSCHHA UIS RS 75 AH [ I R o

3.10.3 BXIEEGIRIEL

N X A& 250RT LA FH /4 timedatectl set-timezone [ZONE], 11 1 E[1 & J& 75 IF.
timedatectl set-timezone Asia/Jakarta

[root@cvknodel uis_mk_cluster_timezonel# timedatectl set-timezone
1 426 possibilities? (y or n)
bidjan ) 1 a America/Menominee
ccra ] America/
ddis_Ababa ] 8 anderas Americ
S Americ

5 _ ¥
Africa/ Aamara America/Belem America/Miquelon Asia/ Aahgabat

A LLEFAERE & FHHHAT B2, AT DOEE ASAT, 140 DME SO BIVRE JE 74 S I 8] 9 1
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i

uis_mk_cluster_ti
mezone. tar. gz

1. FHIF L& evm W Ria &
2. i BRSO

‘E BRI ‘

3. BN A H 3K, FE28 BIASHS I m] $AT AR

cd uis_mk cluster timezone/

mk_cluster timezonel# chmod +x uis mk _cluster timezone.sh

T WREABBOVEERT X, R A I XA BRI

[
str="set-timezone Asia/Jakarta"®
cmd=s{cmd: - : Gz.":t;wedate:tl set-timezone Asils

BIA D MR 5, WRAEE TITA T R A yes ZKEE3E1T, T IUHIA no IR Hi.

larning: Permanent1v added '10.125.26.166"' (ECDSA) to the list of known hosts.
Authorized users nn1 All activity may be monitored and reported

20214 085 21H EHi7~ 10:40:52 CST

set-timezone AHlE;

20214 08 F zlEl ~ B9:408:52 WIE

---node=16.125

larning: Permanent1v added '19.125.26.132' (ECDSA) to the list of known hosts.
Authorized users on1v ALl activity may be monitored and reported

20214F e2F 21H EHE7~ 10:30:01 CST

set-timezone AHlB;

20214F @2 F 21H EEE7~ 09:30:01 WIB

5. TR A AU X2 5 i B IR
6. SN FHE G XK E TG, HH tomcat8 RS (LA,  RAE ST 375 SUT)

systemctl restart tomcat8.service

7. TR B EBE EALIE
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Q EREmE o BEEE U =il 8 =6 ® Bt

3.11 FH/EWHWTEE
Z 0, (UIS G =i 7 RSk ) .
3.12 ERHHNEENTE

FERLEAFOL T, B AR NI AL BN 5, BRI REINLIE IR A 3), #2248 Hofh 3= 01 - 558T define
REAUHL I

3.12.1 EGERHLAY xml

TR T HAIEDLR, FERALIK xml £ BATE CVM LI HA B3 FARE 18, —BoRUAE
fEletclcvm/ha/clust _id/cvk name K, flti: /etc/cvm/ha/2/cvknode191. 7EXT M H % F M3k 3
JERONLETAE evk [ B 3%, EANZH A R UL, B140 testO1 SEHULAT xml.
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root@cvknode-98: fetc/ocvm/ha/l/cvknode-983# LL

total 48

drwxr-xr-x 4 root root 4896 Jun 19 B9:59 ./

drwxr-xr-x 3 root root 4896 Jun 19 89:59 ../

-TW----- - 1 root root 6554 Jun 17 18:56 CYMB1.xml
-MW------- 1 root root 6541 Jun 17 11:083 CVMB2.xml
drwxr-xr-x root root 4896 Jun 19 89:59 domainProfileys

2
drwxr-xr-x 2 root root 4096 Jun 1 14:41 snapshot
-rw-r--r-- 1 root root 6945 Jun 19 59:59m
3.12.2 HFHEMNBEE X HRENFIESE

BRI A B il 2 KNTE REAON VR B PTG 1, e A 3 T i AF B NS &, 7
WX B A 2 IR R RN P EAA A1, AT LOE 1 BT REAOILA xml SRAfIA, Gl
vim B# cat TA % xml, RIS MREALOALE, B

cdlsk type—'flle' dev1ce—'dlsk =

, ache='directsync' lo='native'/=
EcoUrce Tile="/vms,/images,/ testo

<hotpluggable state='on'/= :
<address type='pc1i' domain='0x0000' bus='0x00' slot='0xBa' function='0x0'/=
</disk=

Source file FiT 7% (¥ #6175t J2 8 SO T 7 (1 L AR B
3.12.3 #EIERH xml B RENT

¥ 3.12.1 F1) xml @it sep 95 3# LRITE 2 il 7 A EE AL E 1 VLI /etc/libvirt/gemu H 5%
o

3.12.4 @i xml HEITERIL define 3@4E

1t letcllibvirt/gemu H 3 R #U4T virsh define vm_xmi (4, 40

root@cvknode-98: /etc/libvirt/gemu# virsh define testel.xml
Domain testfl defined from test8l.xml

Al LA B WL xml 4% define #23k
J5 & virsh list —all e E 3% UL

root@cvknode-98: fetc/libvairt/gemu# virsh list --all
Id Name State

1 CvMB1 running
2 CWMB2 running
- test®l shut off

£ CVM R & X % ENLEATERL ENERAE, HU0] MERT G & 2HZEMAL, IFa] LUEIE AT & 53 .
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EFHEE define W ERWIEE LB Z HE LT, EA] LLE BB libvirt (FRINEA OB INL 15
AN H3) define WL, KR, 7 define lIh)G, /TS B3R,

root@cvknode-98: /etc/libvirt/gemu# service libvirt-bin restart
* Restarting libvirt management daemon fusr/sbiny/libvirtd

* pld pad: 4317

* new pid: 23642

root@cvknode-98: /etc/libvirt/gemu# virsh list --all

Id  Name State
1 CvMe1 running
2 CVMB2 running

testol shut off

3.12.5 FEBRFH _ERVERIAL

AR L
o WERBHPATHCLF IR LEREAF R P 58 20508, A B UCRARFIZIR 55 S 812 5 )5 B3 22 A
J5A7 Z G UIS A

IR LR RBEIEAT 0, 75 2RSS BN Sh AT e s M2k, R ENE S MIER AL xml
SCfF, B E R AR S A e HACREIR BN LR BB, &R0 ;

3.13 BN

2 0, (H3C UIS iR 7 M UHL A 4 BB AR ).
VE: 1 ONEStor FTEHEFTIF, 8t ovm ¥ 4, BT F s

mv fopt/h3c/webapp/content/dsm/index.html.bak fopt/h3c/webapp/content/dsm/index.html

PAT ARG, HPATU N A4

mv Jopt/h3c/webapp/content/dsm/index.html fopt/h3c/webapp/content/dsm/index.html.bak

3.14 SSDEGFBREEN
3.14.1 BREFTXKN

245112 2 ONEStor £ i 22477 X K/INA 200G, Jrikin R

7EEHT AT onestor cm query -t handyha itk ONEStor XL 375 14
sudo -u postgres psql calamari; 3 A\ % ¥z

select * from op_cluster_diskpool; 224 pool X B i 24743 X K/

update op_cluster_diskpool set flashcache_size=200 where diskpool _name="diskpool_hdd’;
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(TR ISR VN
3.14.2 EMHIEFEMER

® UISHi 6%, BT

d
diskpool_hdd AEhnE BEE BiEm EEEE HDD 6 234 87GB 239718 242078 0
file_test 2HDD iR ELERL EEE HOD 3 4.27GB 863TB 8.64TB 10
objPool 2HDD TISTFE EERL EEE HOD 3 3.04GB 1.90TB 19178 0

o o o
8.63TB

file_test £HDD
objPoal £HDD AR diskpool_hdd 1.90TB
BREER
fREREEE
BEEAT
EST

EEA 100 GB

Ereer iy HDD
EFEFES) B @

iR

5
ik

CPREHNE T H CEIER BUR LS
3.14.3 EMEIXHSRNEIEHK

> e BSEIER R RIAR, B 3REIAEECN 2 BIA, RIS 1
ceph osd pool Is detail A FHH S L
ceph osd pool set xxx size 2 (xxx N HI% T

ceph osd pool set xxx min_size 1 (xxx A4 F)
> fE handy 15 sl (ET R0 BEEEEE, BOubEIA%, H3RIARSECH 2 BlA
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v i\ postgres ¥#E

[root@node31 ~]#|su postgres
bash-4.2% psql calamari
could not change directory to "/root":

psql (9.3.12)
Type "help" for help.

v f§i[f] select * from op_cluster_pool where pool_name=" Jt¥#Eit 42 K’

\ [ y |{replacate_nuaf| |saze || mn_saze | stripe wadth | cache_tier_enable | fs_name |
cache capac ty [ thl ver | reservel

o . veeh hes

o3 | TESETVEY
’ Y
\ A 1
porbd | n | 104 |p . ! . 0| false
1,0,1 | | | |

(1 row)

ISR Y replicate_num A1 size 18 5 2.
v {#if{] update op_cluster_pool set size=2,replicate_num=2 where pool_name="1th % #": 1524
Rl A3
alamara=f update op clustor pool set saaes3, roplicate numed whare ool names' p,1bd';
POATE |
'm.nr o soloct * fron 0 luster ,';'JI h’n'h' Hm M'-' P "
000l nase | o Mn,»Om AR | gk kool nase | applacation | redund iy riplie COte nun | 126 | mn $120 | strape wadth | f.‘a(ho_tp«_j*n&bhv ) fc»n;m«'»{

| ‘ ol

) N f'(chm Nane u’]u (apac ,’ 1 1 .l'.’ ' feseryel ‘ rOservel | reseryes l MR
Y ool
TITILILL,

0 [ .h‘ll'

.p.rbd I 0 i ' rolcated g1}

|

1] rov)

3.14.4 #HITERHITR
R EEMBR LR RN, ST GRS BINEE TR EEAT S EHLRERILD:
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s
CAStools
CAStools kg

ST

O

[E2peiicd Pyt @ sHER §eia

TEHER

HRENH_ & T2 : 4.0GB

PIEFIAR

uist [172.163.1] C

MACHEAE : Oc da:41:1d3e:dc

&)

IPudifaiit
VLAN: 1
80,0068
FET
® CPURIFRE ( t%)
100
2019-07-16 18:02:06 o
) 50 60
VNG
5900 20 20

—&EHl.
= 1.28%
BRI - = .
WERNAFEEERS AT,
[1:1d:3e:4c
EMEVAIEEETE
EERTaTs sy 3
eiZziun 0 | @
iz a
puitt=y a
wHlE VNC
VNCED 5900 20 30

IR IPisiE CPURIF PIE
uis2 1721634 . 20 — &
0% 1.28%
| uis3 1721633 C = — |
— - = £
uis4. 1721632 C — =
= 1103040
o L
e VNC
VNCED 5000 20 Bl
= 1

46




TEEINLE, 752K MR EVLR AR 2 IR MR, SRIEiZ L B3R iscsi 2. $4T
tgt-admin -s | grep Initiator, & 5iEH 2.

3.14.5 {&2% osd_max_backfills &

> MR ERT, T BN A5k osd_max_backfills 8. Wi AR AR AR 50%,
Al AAATZD R

Ceph tell 0sd.” injectargs --osd_max_backfills=2

--osd max_backfills=2

> RRUUMER T A AT AT R A, PO ms 2 BOA R E .
3.14.6 7£ ONEStor FEMFRM M ENBIFIEAE

WePe R M==) THVEB==) fEETT m==) WETTm==) MIERTENL, MERENSFEERG B
IfIA], SEREAE RREE 100% 58 BUn A BEMBR e R 0L MHER AU ABEITIHZ N B osd H 3%

BERFHETS

=EHl “node124” ERIFFEERIRSH ERRE

Fe BRiERTERESGELESE O
FRNESNEENERSHENEATE ., &
TEERRREES ?

[ QT
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= 754 x

ASER BESKS EEE FraRdE AR PiTER
HISEETS19216962124° @ B2 AR 2015-11-14 09:50:15 20181114 095241 @ R
BETETS 19216962125 @ SR ORI 2018-11-1409:4250 20184114 09:45:30 @ R
ENREETS192169.62124, . @ ERA AR 2015-11-1409:28:46 20181114 09:36:57 @ R
WEEETS 19210962124 @ S5 ORI 2015-11-1409:0826  201811-1408:13:12 @ I
BIEHTS 192169621247 @ SR ORI 2018-11-1320:50:26 20184113 2057:55 @ Rimh
FEER192169.62121,192 . @ D= ORI 2015-11-13 17.0526 20181113 17:16:46 @ AL

Em 10 v E, H6E E1@ #13T BERE o

e EFXTABEST T ONEStor A G, 1EHRAT U1 R i 2 I T IF (32 & AR TH AT
mv /opt/h3c/webapp/content/dsm/index.html.bak /opt/h3c/webapp/content/dsm/index.html

3.14.7 7E ONEStor REITH BARMEM

7t ONEStor & H# FL i Iz AR 55 4%, A8 FH AL 2 5 2R i 241
WP RS =) FHUEH==) 1R85 A=) BALEE BT E

BhERETS S

Q

* EHUPHHIE -

* st : EEE

* FREHEE B

* rootE S

N TSI B IR 55 4 00 BRI 1P, e 715 VB AIHLAE IR 4N root F P 3RS J5 sy N 28 (bkbiE:
B, WA AN S AR L ED
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ENEETS X

e - O - © -

* EHUIPHENE : ‘192.169.62.124 ‘

* Il ‘ nodepoold v
* FEHAE ‘ rack0 v
* root=E ¢ ‘ ..... ‘
i ‘ ‘

MR P A AT N, S BRI B A R AE R (A E R N AR T 2 iR T &
FEHUE DN BEE R EAE ZART 1 WIRED, st F—3%

9 @ ©0

License{FAIEE - HhizfE 1.57TB/ 2000TB IisFiE 0TBI 2000TB ZitERE 0TB/ 2000TB

by ==i=1l>node124 | =
=
&

=gt > diskpool - §
g2, 5. 2. B
100GB 100 GB 100 GB 2
8%
10068

o

= T i
ZJEHANBCEAE S, 5 B J0RM e
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SATIFRER AR (INE.

FRE gk

HDD: /dev/sde 9310GB

Eitteh 1 EiEa | J

3.14.8 =¥ ONEStor #iET1&
2% ONEStor $#i 58 45 i, SEBHE R A 100%, HIGAR %,

3.14.9 FMH B Z=7ENE

HEENER

defaultSharsFieSyst iscsi fmsidefautShareFileSystam0 B70TB 94878 324TB

defaultSharsFieSyst iscsi vmsidefauShareFileSystem1 7.4078 12,3378 423TB

EERTEREN

FHUPiE

cvknode 9N 1984-05 com redhat server10111 100101 11 5=
cvknode2 iqn. 1994-08 com redhat server10112 10010112 o E=
cvknoded iqn. 1984-05 com redhat serveri0113 10010113 59
cvknoded iqn. 1904-05.com redhat serveri0114 10.0.101.14 Ep =
cvknodes iqn 1984.05 com redhat server 10115 10010115 =8=
cuknodes: iqn. 199405 com redhat server10116 10010116 Br=
cvknodeT a0 1984-06 com redhat server10117 10010117 ==

f— A 1594-05 com rschat server 10118 100101 18 B E"
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MRS

3.14.10 £ M DHRTEEZENX

R onestor U fE FEE A 100%, ERAT A ERKIKEL AT S 3.14.4-3.14.8, 5EREN
M onestor SEEEMI SR PRI . AT RAF AR T ERAE o T 19 A5 B0 46 5 15 3 B R AR 4
W ERY 5. HESTRR 2 RS, U 5 R ST ;

4 HEWEMANSA

4.1 VISR4%ZHZE
4.1.1 UIS BEWE&E

1. UIS i &

FEE B H S SO I sk UIS R4 H A S
W ECER M CVK EHL, I i<ttt H SS9 4H, K B S SO ORAE B A b FL i
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m am - o=
emagmes = o & o S5 5 9 4 ie-
Bl BN WS =2 Hl mlE EREE
Z2ER
= o TRECVKEEEATEREE. ARSI CVKENEZ ) | EERUEACVKEY  ETHE S, RS | AIRERCo TR,
. RIFRER :

CVKEMBRITHAAM) 100 CVKSHESETE | 15

3 BfFAE
SHEAICVKENFIE

[, 2HEE
B, s 172.16.132.120 17151 P 161
& EENEESD " . L
cvknode2 B, = 172.18.132.121 2(l 1 Bg21
o NTPRIEIRSSS cvimode3 B = 172.16.132.122 17[Ep0He 11

G LicenseEE

2.CVKFE&FIWE

ISR CVK 3, ik UIS ~1- & Ui Wi Ak H 38301, AT BLE R s CVK NG & #ET T Ttk .

£ CVK FEWHLJG EHAT “cas_collect_log.sh” @4, WHESMGTE “ivms” B TF&4571% CVK
IHLE’JEIMIFF W E R,

AP RAERE SSH 7 /7 s T BB A AN AT 20

root@cvknodel:~# cas_collect_log.sh -

SHELL NAME: cas collect log.s
USAGE :lcas_collect log.s
PARAMETER :
time : collect log last time days
size : size of logs(KB)

root@cvknodel:~# cas collect log.sh 1 10688
No volume groups found
cp: cannot stat ° /lib/heartbeat/crm/**: No such file or directory
cp: cannot stat “/var/lib/libvirt/qemu/snapshot/*': No such file or directory
find: " /var/log/upgrade’: Mo such file or directory
find: 7/ log/upgrade”: Hn such file or directnry
cp: cannot stat “/var/log/ No such file or directory
cp: cannot stat = /1og/cas Hn such Tlle or directory
cp: cannot : stat T/var/ 5 No such file or directory
root@cvknodel:~# 11 /v knnde].diag.t
-rw-r--r-- 1 root rnnt 74416 Apr 21 18: vms /cvknodel . diag. tar.bz2
root@cvknodel:~# [J

ONEStor HHRTCIEHAT AU, FHET-3# Ul/var/log/storage, /var/logiceph H &, 1 F i &
B E R B, B DL EHEIRCK, ALl A e 3R /var/log/storage/backup f—#8 4.
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4.1.2 HENSE

THEM UIS HE LN “UIS_X X X_ X X X tar.gz”.
il 27 H BSOS E AL W R U SO

HHEEHHFHH -

cvmha command . out
cvm_ha.log

cvm ha log-202111
domain_info.log

drwxr-xr-x
-MW-F--r--
-MW-T--T--
e  catalina.out: UISWEB Jj¢H &
e oper_log.log: FF#EEHE
e  *diag.tarbz2 % CVK EHLHE
e onestor pMAAMIIHE, AFREDEMRGHE
e  WARN*targz 525 H
it 4 CVK EMLE “XXX.tarbz2” HEXM, IE%EEE 17~ H RS0

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

cas_cvk-version
command. out

etc

loglist

run
uis_raid card info.log

Mw-r--r--
Mw-r--r--
rwor-xr-x
Mw-r--r--

rwxr-xr-x
Mw-r--r--
rwxr-xr-x

BHWH D

o etcHFEE 7 UISELE M, mEZERNEMIAIBE S, BN “libvirt/gemu/VM.xml”
. var: HZEH 7 UIS £ ThRei i HEE R

e command.out: J& & a2 HE R .

e cas_cvk-version: UIS Az B .

e loglist: UIS ] log H&E X415 B .
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e uis_raid_card_info.log: F#L raid EHFEAE S
Var H3REE T UIS &AM ThRE R HEGE, FEAEAFEWT:

boot.log boot.log-26218412 log c 1 5 secure
boot.leg-20198786 b 262111.l0g ¢ t1l_shell_2082111.1eg ve.l t tch tar

boot.log-20208530

messages: FHLRSGHE LR RAIBITELE

fsm: HLEAMFRGHE

cas_ha: HAHZE (HHD

Ha_shell_XX.log: HA Hi&

Libvirt: JEWLAHSEH &

Openvswtich: I H &

Ovs_shell_XX.log: HEMAZHHLH &

Tomcat8: UIS WEB H &

e  Operation: UIS J5&F LHATIMHE

CVK TN H G U -

(1) messages H&ENA

messages H &Lk T #E RGus TR EENEE, W FA4E CVK EHUHE WA PE Bl 5.
(2) CVK EH3HEHA

WS BAR, 1E 13:58:01 F1 14:06:35 2 8] messages H &/ FR %A M (S Bidsk, W%
i) BE PN CVK EHLRH

Je i Kernel 2051 /) H &id sk CVK EHLE A E 5 15 B

Feb 3 13:58:01 XJYZ-CVKO1 CRON [64458) : (root) CMD (ump-node-sync )

Feb 3 13:58:01 XJYZ-CVKO1 CRON [64459] : (root) CMD (ump-sync -p ALL)

Feb 3 13:58:01 XJYZ-CVKO1 CRON [ 64460 )| : (root) CMD

( /opt/bin/ocfs2 iscsi conf chg timer.sh)
Feb 3 13:58:01 XJYZ-CVKO1l CRON [64443] : (CRON) info (No MTA installed, discarding output)
Feb 3 14:06:35 XJYZ-CVKO1l kernel: imklog 5.8.6, log source = /proc/kmsg started.

Feb 3 14:06:35 XJYZ-CVKOl rsyslogd: [ origin software="rsyslogd" swVersion="5.8.6"
x-pid="2747" x-info="http://www.rsyslog.com"] start
Feb 3 14:06:35 XJYZ-CVKO1l rsyslogd: rsyslogd's groupid changed to 103

Feb 3 14:06:35 XJYZ-CVKO1l rsyslogd: rsyslogd's userid changed to 101

Feb 3 14:06:35 XJYZ-CVKO01l rsyslogd-2039: Could not open output pipe '/dev/xconsole' [try

http://www.rsyslog.com/e/2039 ]

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] Initializing cgroup subsys cpuset
Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] Initializing cgroup subsys cpu

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] Initializing cgroup subsys cpuacct

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000)] Linux version 3.13.6 (root@cvknode22) (gcc
version 4.6.3 (Ubuntu/Linaro 4.6.3-lubuntub) ) #5 SMP Mon Jul 21 10:07:26 CST 2014
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Feb 3 14:06:35 XJYZ-CVK0O1 kernel: [0.000000] Command line: BOOT_IMAGE=/boot/vmlinuz-3.13.6
root=UUID=4beeb503-6e10-4836-93a4-0836a%al571e ro nomodeset elevator=deadline
transparent hugepage=always crashkernel=256M quiet

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] KERNEL supported cpus:

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] Intel GenuineIntel

Feb 3 14:06:35 XJYZ-CVKOl kernel: [0.000000] AMD AuthenticAMD

Feb 3 14:06:35 XJYZ-CVKOl kernel: [0.000000] Centaur CentaurHauls

Feb 3 14:06:35 XJYZ-CVKO1l kernel: [0.000000] e820: BIOS-provided physical RAM map:

Feb 3 14:06:35 XJYZ-CVKO1 kernel: [ 0.000000 ] BIOS-e820: [ mem
0x0000000000000000-0x000000000009cbff] usable

Feb 3 14:06:35 XJYZ-CVKO1 kernel: [ 0.000000 ] BIOS-e820: [ mem
0x000000000009cc00-0x000000000009f££ff] reserved

Feb 3 14:06:35 XJYZ-CVKO1 kernel: [ 0.000000 ] BIOS-e820: [ mem
0x00000000000£0000-0x00000000000£ff£f£ff] reserved

Feb 3 14:06:35  XJYZ-CVKO1 kernel: [ 0.000000 1 BIOS-e820: [ mem
0x0000000000100000-0x00000000b£60ffff] usable

(3) Libvirt HEANH

WRFR, HEH [varllogllibvirtlibvirtd.log), #2787 CVK ENLED NAFEIREZ, Ha7NAT
RO AR 97%. (CPU BIEA &I 75 B 2D

2014-10-24 09:15:52.792+0000: 2994: warning : virIsLackOfResource:1106 : Lack of Memory
resource! only 374164 free 64068 cached and vm locked memory (4194304*0%) of 16129760 total,
max:85; now:97

2014-10-24 09:15:52.792+0000: 2994: error : gemuProcessStart:3419 : Lack of system resources,

out of memory or cpu is too busy, please check it.

H& H [ivarllog/libvirt/gemul A7 71847 751% CVK L LM ERNLH ESCH, W R AR

root@UIS-CVKOl:/var/log/libvirt/gemu# ls -1

total 44

—rw-——————-— 1 root root 7067 Jan 9 19:08 RedHat5.9.log
—rTw——————-— 1 root root 1969 Jan 18 15:41 win7.log
—rTw——————-— 1 root root 26574 Feb 11 16:15 windows2008.log

REAUBLH SIS 7 RENUBATAE 2, W ESNLIS S IE) S QP IR) R AL R A OIS 45

Mo
2015-02-11 15:50:18.349+0000: starting up

LC ALL=C PATH=/usr/local/sbin:/usr/local/bin:/sbin:/bin:/usr/sbin:/usr/bin
QEMU AUDIO DRV=none /usr/bin/kvm -name windows2008 -S -machine
pc-1440£fx-1.5,accel=kvm,usb=off, system=windows -cpu gemu64,hv relaxed,hv spinlocks=0x2000
-m 1024 —smp 1,maxcpus=12, sockets=12,cores=1, threads=1 —uuid
43741£f06-166d-4155-b47e-4137d£f68e91c -no-user-config -nodefaults -chardev
file=/vms/sharefile/windows2008, if=none,id=drive-virtio-disk0, format=gqcow2,cache=directs

ync —-device
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char device redirected to /dev/pts/0 (label charserial0)
gemu: terminating on signal 15 from pid 4530

2015-02-11 16:15:28.825+0000: shutting down

(4) OCFS2 HiEANH

WRFw, HESXH [varlloglfsm/fsm_core*.log]l i3 CVK EHLH T ocfs2 fence fit & AL HE 1)

~
55

2021-11-04 06:40:35,882 manager:233 INFO Received an event: {'index': 7, 'type':
'fence umount', 'uuid': u'851D36905AB74AFD93E1ABA8259DA3A2', 'seq': 11538, 'dev name':
u'dm-7"}

2021-11-04 06:40:35,923 manager:204 INFO Remain 0 events to be handling

2021-11-04 06:40:35,923 manager:131 INFO Manager received an event: Pool sharefile06 was

fence umount

2021-11-04 06:40:35,923 fspool:141 INFO Pool sharefile06 received a event fence umount
(5) Operation HEAH

Operation HE1dx 1 1E CVK G 6 AT 2E B M & 4 H 19514 H 21 H=RIEE.
root@cvknodel :~/cas# 11 /var/log/operation/

total 32

drwxrwxrwx 2 root root 4096 Apr 21 10:06 ./

drwxr-xr-x 40 root root 4096 Apr 21 11:01 ../

—rwxrwxrwx 1 root root 5162 Apr 19 17:49 18-04-19.log*

-rwxrwxrwx 1 root root 829 Apr 20 19:11 18-04-20.log*

-rwxrwxrwx 1 root root 8505 Apr 21 11:00 18-04-21.log*

Operation HESCIFIIE L WAL TR, B T arSH$ATIIEL S B Ag x5
s BUR R A & AT i I TR 1 H R A5 B .

2018/04/19 16:56:50##root pts/6 (172.16.130.3) ##/root## vi /var/log/tomcat8/cas.log
2018/04/19 16:57:05##root pts/6 (172.16.130.3) ##/root## service tomcat8 restart
2018/04/19 17:02:21##root pts/5 (172.16.130.3) ##/root## cat /etc/cvk/system alarm.xml
2018/04/19 17:02:234##root pts/5 (172.16.130.3) ##/root## lsblk

2018/04/19 17:49:04##root pts/6 (172.16.130.3) ##/root## ceph osd tree

2018/04/19 17:49:19%##root pts/6 (172.16.130.3) ##/root## stop ceph-osd id=3

4.2 EXHBcastools TERE

UIS RS AWML M B R ES T, AT S8l UIS KRG ERIWLI M= FIA B, 35 Z7E B LA
BeE R G h 22 %% castools T H.

R4 REAUNLERNE RGHIAE, castools T i FH M T 23 Sy Rl 7532

e Windows E#L: FEWHLAFZKECC A “C:\Program Files\castools\qgemu-ga.log”

o Linux EERINL: ERIHLAEIRIBCCHF “Ivar/loglgemu-ga.log” #1 “/var/log/set-ip.log”
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4.3 EMHIRIERGHE
4.3.1 Windows R HEWEE

1E LIRSS A H A DOEHE A, AN “Di2W Y/ L FHAFEE 4% 1/ IWindows H & Y7 T 5 Windows
1 &4 H BN HREF H &

WA T TR, miE s LRSE) f5l, m8 “Rira FE50EN87.

E.BsETHS =10l x|
IEE) BEM EWH 0 FEEHOD
&= 7m| e
G BREEEES wr-Inuarsse PR =P 216
HE RS - = =
Bl HEAF0R FE {4 I0 | {F5E2E5
{08 ] i E
iE8 2015/2/10 10:15:33 Servi. .. 1038 F = {IRRE
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4.3.3 Linux #{ERG HEWE

B3 Linux #:4F RGN, 2t var/log NI H ERIAT, £ H SRR, B TE
iSRG T THE DL Sk . 101 2019-09-17 Yt 4E vm_test FEBLHLAY H &

tar -cvf vm_test 20190917 .tar.gz /var/log

4.4 VISEH =R RBMEMTEFERNA
4.4.1 Kdump 48

Kdump & Linux WAZI—ANEfiE TR, HIEARFERENAF IR —BX 8, XX R A7

capture kernel, 477N K4 crash &, i#id kexec 4R B X 1) capture kernel iz 172K, H

capture kernel 11 734t crash kernel ({72 #(5 8., B4E CPU Fif7ds. HER SR 5 017 B ZE A 4% i
B, SCHFIAEIA B R DR AR A, nT DU 4

UIS RS ERINSCRF Kdump TIRE, 7E CVK ENL AR, 2fE/lvms/crash H 3 T AE Rk crash C

P, VAT ) e A, Felne CVK 8 — IR S I AL B crash SR

root@cvk29:/vms/crash# 1ls -1t

drwxr-sr-x 2 root whoopsie 4096 Jul 22 17:34 2014-07-22-09:34

H “2014-07-22-09:34” 45— dump-***[{) 32 kdump %
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4.4.2 Kdump X5 #r

A LM A crash T BT % Kdump #6ig SCfF. fETET, 75228 2 N AZRRAS K vmlinux SCEF, iX
AN IAE Justsre/linux-4.1.0-generic/ivmlinux- X X X (AN [&] ) P9 B A 44 BRI A AN DD

TN CAJUA # RS () R S R .

1. CPU #f%

e Jq p R cvknode1 T AR E)T, KN A BN TR E, JEMBR T R EAHERE ),
R R ZE G, BF B ZIM syslog 158, G IR A LA T %5 S, HAFfE/vms/crash ~{77E
vmcore 1,

S5 A A A

root@cvk2l:/vms/tmp# crach vmlinux vmcore

No command 'crach' found, did you mean:

Command 'crash' from package 'crash' (main)

crach: command not found

root@cvk2l:/vms/tmp# crash vmlinux vmcore

crash 7.0.5

Copyright (C) 2002-2014 Red Hat, Inc.

Copyright (C) 2004, 2005, 2006, 2010 IBM Corporation

Copyright (C) 1999-2006 Hewlett-Packard Co

Copyright (C) 2005, 2006, 2011, 2012 Fujitsu Limited

Copyright (C) 2006, 2007 VA Linux Systems Japan K.K.

Copyright (C) 2005, 2011 NEC Corporation

Copyright (C) 1999, 2002, 2007 Silicon Graphics, Inc.

Copyright (C) 1999, 2000, 2001, 2002 Mission Critical Linux, Inc.
This program is free software, covered by the GNU General Public License,
and you are welcome to change it and/or distribute copies of it under
certain conditions. Enter "help copying" to see the conditions.

This program has absolutely no warranty. Enter "help warranty" for details.

GNU gdb (GDB) 7.6
Copyright (C) 2013 Free Software Foundation, Inc.

License GPLv3+: GNU GPL version 3 or later [http://gnu.org/licenses/gpl.html]
This is free software: you are free to change and redistribute it.

There is NO WARRANTY, to the extent permitted by law. Type "show copying"
and "show warranty" for details.

This GDB was configured as "x86 64-unknown-linux-gnu"...

KERNEL: vmlinux
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DUMPFILE: wvmcore [PARTIAL DUMP]
CPUS: 8
DATE: Wed Nov 5 12:25:19 2014
UPTIME: 00:02:19
LOAD AVERAGE: 0.06, 0.05, 0.02
TASKS: 324
NODENAME: cvknode-1
RELEASE: 3.13.6
VERSION: #5 SMP Mon Jul 21 10:07:26 CST 2014
MACHINE: x86 64 (2132 Mhz)
MEMORY: 64 GB
PANIC: "Kernel panic - not syncing: Fatal Machine check"
PID: O
COMMAND: "swapper/6"
TASK: ffff8807£4618000 (1 of 8) [THREAD INFO: ffff8807£4620000]
CPU: 6
STATE: TASK RUNNING (PANIC)
crash] bt
PID: 0 TASK: ffff8807f4618000 CPU: 6 COMMAND: "swapper/6"
#0 [f£f££f8807ffc6ac50] machine kexec at ffffffff8104c991
#1 [££££8807ffc6acc0] crash kexec at ffffffff810e97e8
#2 [f£f£ff8807ffc6ad90] panic at ffffffff8l74ac9d
#3 [££££8807ffc6ael0] mce panic at ffffffff81038b2f
#4 [£f££8807ffc6ae60)] do machine check at fEfffff£810399d8
#5 [f£££8807f£fc6af50] machine check at ffffffff817589df

#6
#7

#8

[exception RIP: intel idle+204]

RIP: ffffffff8141006c RSP:
RAX: 0000000000000010 RBX:
RDX: 0000000000000000 RSTI:
RBP: ffff8807f4621de8 R8:
R10: 0000000000000001 RI11:
R13: 0000000000000010 R14:
ORIG RAX: ffffffffffffffff

[MCE exception stack]

[f££ff8807f4621db8]

ff££f8807£4621db8

0000000000000004

ff£f8807£4621£d8

0000000000000009

0000000000000001

0000000000000002

CS: 0010 sSsS:

0018

RFLAGS: 00000046

RCX: 0000000000000001
RDI: 0000000001c0d000
R9: 0000000000000004
R12: 0000000000000003
R15: 0000000000000003

intel idle at ffffffff8141006¢c

[££££8807£4621df0)] cpuidle enter state at ffffffff81602a8f

[f£fff8807f4621e50] cpuidle idle call at ffffffff81602bel
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#9 [££££8807f4621ea0] arch cpu idle at ffffffff8l0le2ce
#10 [££££8807£4621eb0] cpu startup entry at fEfffffff810cl818
#11 [£f£f£f£8807£4621£20] start secondary at ffffffff8104306b

crash]
MSEHFHFTUAEF], LI MCE exception, El Machine Check Error, HHLIXFE S5 i — 2
TR AP )
SEE AT dmesg 15 B.:
crash-dmesg
M dmesg it 45 B, AT LA BLE SR 8 E S BT H I 1 A0 BT EIE B
[ 15.707981)] 8021g: 802.1Q VLAN Support vl.S8
16.416569] drbd: initialized. Version: 8.4.3 (api:1/proto:86-101)
16.416573] drbd: srcversion: F97798065516C94BEOF27DC

16.416575)] drbd: registered as block device major 147

[

[

[

[ 17.142281)] Ebtables v2.0 registered

[ 17.203400]) ip tables: (C) 2000-2006 Netfilter Core Team
[ 17.247387]) ip6_tables: (C) 2000-2006 Netfilter Core Team
[ 139.114172)] Disabling lock debugging due to kernel taint
[

139.114185) mce: [Hardware Error] : CPU 2: Machine Check Exception: 4 Bank 5:
be00000000800400

[ 139.114192) mce: [Hardware Error] : TSC 10ba0482e78 ADDR 3fff81760d32 MISC 7fff

[ 139.114199] mce: [Hardware Error] : PROCESSOR 0:206c2 TIME 1415161519 SOCKET 0 APIC 14

microcode 13

[ 139.114203)] mce: [Hardware Error)] : Run the above through 'mcelog --ascii'

[ 139.114208) mce: [Hardware Error])] : Machine check: Processor context corrupt
[ 139.114211] Kernel panic - not syncing: Fatal Machine check

crash]l

M EAE A5 R AT DA € 2R CPU2 f74E i) U 2L -

2. NEHFE

TSR s evk TS EIMCE S, AT syslog TEEHRTE I HEGE, WA KT HEILTK.
S

HAR, AFAE kdump i3k, AAE RIS, 120 W R 2 A8 A )
crash] bt

PID: 0 TASK: ffffffff8lcl44a0 CPU: O COMMAND: "swapper/O"
#0 [££f££880c0£fa07c60] machine kexec at fEffffff8104c991

#1 [££££880c0fa07cd0] crash kexec at ffffffff810e97e8

#2 [££££880c0fa07da0] panic at ffffffff8174ac9d

#3 [££££880c0fa07e20)] asminline call at ffffffffa014c895 [hpwdtl]

#4 [££££880c0fa07e40] nmi handle at ffffffff817598da
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#5
#6

[££££880c0fa07ec0] do nmi at ffffffff81759b7d

[££££880c0fa07ef0] end repeat nmi at ffffffff81758cfl

[exception RIP: intel idle+204]

RIP: ffffffff8141006c RSP: ffffffff8lc0l1da8 RFLAGS: 00000046

RAX: 0000000000000010 RBX: 0000000000000010 RCX: 0000000000000046
RDX: ffffffff8lc0lda8 RSI: 0000000000000018 RDI: 0000000000000001
RBP: ffffffff8141006c R8: ffffffff8141006c R9: 0000000000000018
R10: ffffffff81c01da8 R11l: 0000000000000046 R12: ffffffffffffffff
R13: 0000000000000000 R14: ffffffff81c01fd8 R15: 0000000000000000
ORIG RAX: 0000000000000000 Cs: 0010 Ss: 0018

[NMI exception stack] ---

#7
#8
#9
#10
#11
#12
#13
#14
#15

crashl

[ffffffff81c01da8]

[ffffffff81c01de0]

[ffffffff81c01e40]
[ffffffff81c01e901]
[ffffffff81cO0leal]l
[ffffffff81c01£101]
[ffffffff81c01£201]
[ffffffff81c01£701]

[ffffffE£81c01£80]

intel idle at ffffffff8141006¢c
cpuidle enter state at ffffffff81602a8f
cpuidle idle call at ffffffff81602bel
arch cpu idle at ffffffff8l0le2ce

cpu_startup entry at ffffffff810cl1818

rest init at ffffffff8173£fc97

start kernel at ffffffff81d37£f7b

x86 64 start reservations at ffffffff81d375£f8

x86 64 start kernel at ffffffff81d3773e

S AT dmesg 5 B

crash] dmesg

[10753.155822]
[10804.115376]
[10804.115386]

[10804.115387]

SOCKET 1 APIC 2b

[10804.283467]
[10804.283473]

[10804.283475]

SOCKET 1 APIC 26

[10804.303482]

(channel:0 slot:0 page:0x12422f7 offset:0x0 grain:32 syndrome:0x0 -

sd 3:0:0:1: [sdd] Very big device. Trying to use READ CAPACITY (16).

sbridge: HANDLING MCE MEMORY ERROR

CPU 23: Machine Check Exception: 0 Bank 9: cclbc010000800c0

TSC O ADDR 12422£7000 MISC 90868002800208c PROCESSOR 0:306e4 TIME 1417366012

sbridge: HANDLING MCE MEMORY ERROR
CPU 9: Machine Check Exception: 0 Bank 9: cc003010000800cO

TSC O ADDR 1242e£7000 MISC 90868000800208c PROCESSOR 0:306e4 TIME 1417366012

EDAC MC1l: 28416 CE memory scrubbing error on CPU_SrcID#l Channel#0_DIMM#0

OVERFLOW area:DRAM

err code:0008:00c0 socket:1 channel mask:1 rank:0)

[10804.303489] EDAC MC1:

192 CE memory scrubbing error on CPU SrcID#1 Channel#0 DIMM#0

(channel:0 slot:0 page:0x12424a7 offset:0x0 grain:32

64



[10804.319474] sbridge: HANDLING MCE MEMORY ERROR
[10804.319481)] CPU 6: Machine Check Exception: 0 Bank 9: cc001010000800c0

[10804.319482] TSC 0 ADDR 1243087000 MISC 90868002800208c PROCESSOR 0:306e4 TIME 1417366012

SOCKET 1 APIC 20

[10805.303772]1 EDAC MCl: 64 CE memory scrubbing error on CPU SrcID#l Channel#0 DIMM#0
(channel:0 slot:0 page:0x1243087 offset:0x0 grain:32 syndrome:0x0 - OVERFLOW area:DRAM

err code:0008:00c0 socket:1 channel mask:1 rank:0)
[10813.602696)] sd 3:0:0:0: [sdc] Very big device. Trying to use READ CAPACITY (16) .
[10813.603219) sd 3:0:0:1: [sdd] Very big device. Trying to use READ CAPACITY (16) .

[10840.833238)] Kernel panic - not syncing: An NMI occurred, please see the Integrated

Management Log for details.

crash]

kern. log 5 E.:

syslog H BRI L%, 1HETE kern.log 1A LLE FIZEBN R H EE R

Nov 30 07:05:01 HBND-UIS-E-CVK09 kernel: [229821.496666)] sd11:0:0:1: [sdd)] Verybig device.

Trying to use READ CAPACITY (16).
Nov 30 07:05:55 HBND-UIS-E-CVK09 kernel: [229875.188854]) sbridge: HANDLING MCE MEMORY ERROR

Nov 30 07:05:55 HBND-UIS-E-CVK09 kernel: [229875.188873] CPU 23: Machine Check Exception:
0 Bank 9: ccle0010000800cO

Nov 30 07:05:55 HBND-UIS-E-CVK09 kernel: [229875.188874)] TSC 0 ADDR 10638£f7000 MISC
90868002800208c PROCESSOR 0:306e4 TIME 1417302355 SOCKET 1 APIC 2b

Nov 30 07:05:55 HBND-UIS-E-CVK09 kernel: [229875.244902] EDAC MC1: 30720 CE memory scrubbing
error on CPU SrcID#1 Channel#0 DIMM#0 (channel:0 slot:0 page:0x10638f7 offset:0x0 grain:32

syndrome:0x0 - OVERFLOW area:DRAM err code:0008:00c0 socket:1 channel mask:1 rank:0)

root@gzh-139:/vms/issue_ logs/hebeinongda/20141201/HBND-UIS-E-CVK09/logdir/var/log# grep

OVERFLOW kern* | wc
225 6341 60264
root@gzh-139:/vms/issue logs/hebeinongda/20141201/HBND-UIS-E-CVK09/logdir/var/log#
M EAE A5 R I T AT € A2 AT 1) B o I8 S 45 A i Il LA R
/var/log/ceph/ceph. log
ceph.log £ Zl R ER I FOR DL ERMESNE, REREBEWSAH, NAES ceph-w
BNE
o FEfE ceph HEPTRIHTEIAN T A% HE, JEEZAERF T moniter 15 ik 55 MK T

Ny
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2017-05-09 19:44:03.400143 mon.2 172.16.105.84:6789/0 2009 : cluster [INF] mon.cvknode84
calling new monitor election

2017-05-09 19:44:03.404362 mon.1l 172.16.105.83:6789/0 2023 : cluster [INF] mon.cvknode83
calling new monitor election

2017-05-09 19:44:05.419510 mon.1 172.16.105.83:6789/0 2024 : cluster [INF] mon.cvknode83@1
won leader election with quorum 1,2

2017-05-09 19:44:05.428131 mon.1 172.16.105.83:6789/0 2025 : cluster [INF] HEALTH WARN; 1
mons down, quorum 1,2 cvknode83,cvknode84

2017-05-09 19:44:14.383590 mon.1 172.16.105.83:6789/0 2057 : cluster [INF] osdmap €1397: 18
osds: 12 up, 18 in

o HRAE ceph HEHFRIATEH W N 54 HE, REEEREFEEAN 100%, E/FIELTRE
W&

2017-06-06 19:31:41.319993 mon.0 192.168.93.21:6789/0 86387 : cluster [INF] pgmap v73931:
4096 pgs: 2561 activetclean, 1532 activet+remapped+wait backfill, 3
activet+tremapped+backfilling; 3362 GB data, 6730 GB used, 21941 GB / 28672 GB avail; 0 B/s
rd, 127 kB/s wr, 256 op/s rd, 63 op/s wr; 5/2608637 objects degraded (0.000%); 1765938/2608637
objects misplaced (67.696%); 62992 kB/s, 15 objects/s recovering

o HETE ceph HEAHRIITEI W 78 HE, REZERIE handy BLA3E T moniter 5 ST
it JR 2% W I

2017-05-12 16:05:14.585496 mon.0 172.31.1.31:6789/0 106035 : cluster [INF] osd.31 marked
itself down

2017-05-12 16:05:15.095824 mon.0 172.31.1.31:6789/0 106038 : cluster [INF] osd.33 marked
itself down

2017-05-12 16:05:15.195542 mon.0 172.31.1.31:6789/0 106040 : cluster [INF] osdmap e€286: 36
osds: 25 up, 36 in

2017-05-12 16:05:15.287350 mon.0 172.31.1.31:6789/0 106042 : cluster [INF] osd.27 marked
itself down

2017-05-12 16:05:16.186527 mon.0 172.31.1.31:6789/0 106043 : cluster [INF] osdmap e€287: 36
osds: 24 up, 36 in

/var/log/ceph/ceph—osd. *. log

ceph-osd.*.log 3= EC R RN MRS B, AR A H PR, TR OSD H &K & il F 7+
W IR IR, AR D9 e A 1) R A

e  OSD ¥ (FtimE s sH) BHkiE ceph-osd.*.log e 7 i 724541 -

o JEHBMHA ceph osd tree, FE S AL R ALFRIALT

o HEANMIMNKIEA R HE (var/log/ceph/ceph-osd.*.log) F 2 & AL 7 4 1) JEL A«

o #seft ceph-osd HEH KIMATEN W T 78 HE, JEZ RAID RAI5A T2 journal Hr i

2017-04-25 14:34:08.807146 7f5pf690a780 -1 journal Unable to read past sequence 301115833
but header indicates the journal has committed up through 301115842, journal is corrupt

o #JEAE ceph-osd HEH KIITEI W T 7% HE, JEKE OSD M /1id Kifi | A4

2017-03-0911:46:01.576034 7£0878364700 1 heartbeat map is healthy 'FileStore::op tp thread
0x7f086fa6c700"' had suicide timed out after 180

2017-03-09 11:46:01.576049 common/HeartbeatMap.cc: 81: FAILED assert(0 == "hit suicide
timeout")
o Fjeff ceph-osd HEH KIMATEI W T 78 HE, JEEZ OSD %A mount:

2017-04-27 19:46:18.280510 7fcfb954c700 5 filestore(/var/lib/ceph/osd/ceph-85) umount
/var/lib/ceph/osd/ceph-85

o #ijefE ceph-osd HEHABATEN IR =4 HE, SR EEE &4 8] A —F;
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2016-10-22 06:49:23.854201 7£d2e860£700- 1 log channel (cluster)log [ERR]:1.ad shard l:soid
819850ad/rbd date.3b7055757a07.0000000000000abl/7//1 date digest 0xd7acl812 != best guess
date digest 0x43d6lc5d from auth shard 0

2016-10-22 06:49:23.854253 osd/osd_types.cc:4148:FAILED assert (clone size.count (clone))

/var/log/ceph/ceph—disk. log

ceph-disk.log = #3553 OSD LA} J5 3 OSD #H2k N %%, — M5 ceph-osd.*.log It &k & {2 OSD

FH IR S5 [ R

o fifAE ceph-disk HAEHKIATEIW 78 HE, JRFZ OSD Buftbdn, HH#H%
“Ivar/lib/ceph/osd/ceph-*" N f77E 3044, osd 15 1R IR H 5 i 250 B0 P s ) s — B0 2
HLE BN, Frfa i OSD 7 E B ¥iE, £ OSD mount Fi <467 OSD HE FE S H %
heartbeat, osd_disk_info.ini il osd_should_be_restart_flag SC {4 LASME SO, #56 Hfl ok,
OSD & 11 mount;

ceph-disk: Error: another ceph osd.71 already mounted in position (old/different cluster

instance?) ;unmounting ours.

o AsEAE ceph-disk HE T RIATENUN T A% HE, JREZ osd R, ARIEATHER

Fri. 07 Apr 2017 10:24:48 ceph-disk[1line:2438] ERROR Failed to activate

Fri. 07 Apr 2017 10:24:48 ceph-disk[line:976] DEBUG Unmounting /var/lib/ceph/tmp/mnt.hD 6nh

/var/log/ceph/ceph—mon. *. log

ceph-mon.*.log T Z LSRR N T S HE R, monitor (IEH FE2 LR, HERIE

I, R mon H N il sk R R A, AR e A n) R AR -

e mon ¥ (FHE/RREN SRE) BEE:

o  EFHEHPEERERET AN ENL:

o TEJABHE MM A ENLE ceph-mon HEH A mon 75 IR, ceph-mon H 5 W7 1) £
Fi#giz: Ivarllog/ceph/ceph-mon.*.log. # /&7 ceph-mon.*.log H & H RKIFTEN U 5% H
&, FEREE mon F AR CEILERE T mon T Sk 55 W 574 53 mon T 5 ceph-mon
HEFEEIE) % mon fili & & 2K 5

2017-05-08 19:24:58.017935 7fbl73765700 1 mon.cvknode84@2 (peon) .paxos (paxos active c

Ol

H

24348..24883) lease timeout -- calling new election

2017-05-08 19:24:58.024456 7£fb172£64700 O log channel (cluster) log [INF] : mon.cvknode84

calling new monitor election

/var/log/calamari/calamari. log

calamari.log H&EFZdF N2 handy FHMEAEHE. /£ handy FHHOEREHTEAE, BFEH
calamari.log H &N AESH HRIL K.

12 AE calamari.log HEH AKIITEI W T 7% HE, JEEE handy 17 s HAm T 5 X 264808 5

2017-05-08 15:08:29,060 - ERROR - onestor_common.py[network_check][line:494] =
django.request <network check> Host "172.16.105.84" is unreachable, retry again...

2017-05-08 15:08:29,060 - ERROR - onestor common.py[execute] [line:622] - django.request
[ONEStor] onestor request all node cvknode84:Host is unreachable

/var/log/onestor cli/ onestor cli. log

e sent H AR SRR, A5 ARES, "TLLEE onestor_clilog Hi&, onestor_clilog H&Eidsk T
SR AR AR B IR SRR, 5 T R 5 A 1)
o fiseff onestor_clilog HEF AKIFTEIW M HE, HEEZTWAHERERDT 56 FIR;
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[2017-05-10 10:47:01,980] [WARNING] [monitor.py] [1line:157] We detect the current collecting
log size is up to 5GB, ending collecting automatically!

o HRKILTI AT onestor_clilog HEE K, mIRENR T i H AR 2SR T

5 43 A AAE D
51 EHEFREOEARE LR
5.1.1 EEHESHAITNRE

1. ONEStor H#IERI DR IEE crush Bi%, BLMHEHEIN OSD A¥SRIIEMR .
#i X\ ceph osd df & & ME#: (OSD) FIEHIR{EHZ, W

62999
62999
652999
62999
62999

0OOED 3714G 445923M 3670G
.00PO0 37146 38412M 36760
0epo0 37146 42534M 367206
L0000 37146 47997M  3667G
.0DERe  3714G 39138M 36756
TOTAL 89140G 163G 88136G
MIN/MAX VAR: ©.84/1.14 STDDEV: 6.089

BIHH%USE v AN A% O % A 2= 8] 1 H 40 L

A A S PR 5 0 1T AR KR i A OR8], 4\ ceph osd reweight-by-utilization i
A i R TP

AT IS AR T AR B S VORI AR AR & I AT

&4 ceph -s 7 health HEALTH._ OK J5 i 45k i) 0 P-4 52 Al «

2. ERRWSKRET, AUESNRESSEHBIELENRE, FENT:

e UISHI 6%, #iFuT

ID WEIGHT REWEIGHT SIZE  USE AVAIL SUSE VAR
0 3.62999 1.00000 37146 43171M 3672G 1.14 1.81
1 3.62999 1.00000 3714G 40320M 3674G 1.06 0.94
2 3.62999 1.00000 3714G 40539M 3674G 1.07 0.85
3 3.62999 1.00000 3714C 48686M 3666CG 1.28 1.14
4 3.62999 1.00000 3714G 429066M 36726 1.13 1.00
5 3.62999 1.00000 3714G 417061M 36736 1.16 0.97
6 3.62999 1.00000 3714G 43277M 36676 1.27 1.13
7 3.62999 1.00000 3714G 40986M 3674G 1.08 0.96
8 3.62999 1.00000 3714G 36113M 3678G 0.95 0.84
9 3.62999 1.00000 37146 38921M 36760 1.02 0.91

10 3.62999 1.00000 37146 45670M 36696 1.20 1.7

11 3.62999 1.00000 37146 42203M 36726 1.11 6.99

12 3.62999 1.00000 3714G 43916M 3671G 1.15 1.03

13 3.62999 1.00000 3714G 45223M 36706 1.19 1.06

14 3.62999 1.00000 37146 450678M 36700 1.19 1.65

15 3.62999 1.00000 37146 45118M 36706 1.19 1.85

16 3.62999 1.00000 37146 40637YM 36746 1.67 6.95

17 3.62999 1.00000 3714G 38211M 3676G 1.00 0.89

18 3.62999 1.00000 3714G 46927M 36686 1.23 1.10

3 1. 1.18 1.

3. 1 1.81 8.

3. 1. 1.12 a.

3. 1 1.26 1.

3, 1 1.03 0.
11,
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(5]
= ESHUL

E q
diskpool_hdd ishnE s =g = HDD (3 23487G8 239778 242078 0
fle_test 2£HDD TR =iE EEE HOD 3 4.27GB 86378 8.64T8 10
objPoal £HDD TR EHEAT =EE HDD 3 2.04GB 19078 19178 0

DTS | REHEE

£HDD 8.63TB

file_test
abjPoal £HDD EEhaiie diskpool_hdd 1.90TB
feErEn —
e S ~|
e ®
FEsT | el I ®
e 100 cB
sEss HOD
EEEPEE 2 @
et
o= | 55

RS R ¢ EERDT BN “ReE M.
52 TR RENEkE TR
52.1 RZELFHSHWENEE

R s n] LUEE df -h &5, %7 Use 1k 2] 100% W RG34 i, 2 FEENLFH , Hl apache.
ceph ) mon #EETIEE S, FEHII G mon down, B BEY ok G aREE.
root@cvknode86:~# df -h

Filesystem Size Used Avail Use% Mounted on

/dev/sda1 28G 4.0G 23G 16%/

PR GRS A i S ] SR R
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1. KX &R, log HEE%

Al PLiE N Ivar/log Z5AH2< H 3 N & &, ] du -h --max-depth=1 && 2471 H 3 N84SR,
T B AN 75 H) S A

2. fio MK TRIREKRIR

AT fio I AR AR E filename HITEIL T, fio MEUIE S~ BAIE AN RSiHE, H—1 test0.0 ARSI &
KRBT E . echo > XXX ARG rm -rf XXX MR 12 AR Al B AT

5.3 EMEHNKBERZANIIEPMEEFESHNFE

FE3G M WL BAE A AR A P2 AL IR 2 e, D T ARG 3 2 J5 238 DA 3R A

ESEW EEHT F5HE FrizmdiE =2l HiTER
BT S7180200.86.11° @ Dsohk ORI 0018-11-1316:39:09 2018113 16:39:27 @ &0

2k 100% 2018-11-13 16:20:31 [ gy, "180.20086.11" 5 , THLETRp20E |

TEINFiETI = 180.200.86.11"

R X 288 b AR I () AN, A7 AR =R AN F LA -
5.3.1 WEILRBIIAMIERRL LIRS

R % SN IRE IR 5, PR ITINERZ ENLATIMBR R AT . SR AR 1 DL T LR
TERGHIAATEE, AT DL GUH L F% LN LEAT B L MIBRIRAE, (E02 THURE AL b iR =%
B
Iﬁo

5.3.2 flkkis R4 B L2 AT TN M 4R HFE
[[] 5.3.1 BIfEHRT112 o
5.3.3 BELIMMNEEDBRT, BRERINLEZBIERET R I MEEE

FEELR: £ Bz Ee A LT, ([EREETEGEM Ceph X2, BHR NI
o iAo B S EER B BT RS b, SBUF R INZ AU X L 5 e iR 2 .
fE 7k BN ENLZ AT 56 T3 umount X B BE (14 i A BT

# umount /var/lib/ceph/osd/ceph-Sj
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5.3.4 YMSim T o BEMIRFAIRE

T R AR, R TENETIER RGO, 5 BV MR AT ) A i iidx
T e B LN RIS

s ETI= X

FmEEIE cd0? , BRENESSE:
A VERIMANERE , EEFiRE FFhiTEe

HE, CREEHRZESETSE? ES5En

FAEE(ERNE T E SR EaER).

P A AELL B R A M2 R SRR R, W5 2R Z MU R SRR f Cu B, SRR 458
ZENL, ZJE A EFIAAE A I e B sy R A
TR RV SR A i BT R B IR, W TRIATE R R R R E A A A

5.3.5 T mELMERIRE

FEAH T RS ERMIER AL BN IR R G DL R AL E M R 2E AT 1) 5 T 45
FEAH T R LM R 2 B RN R

FE [T AT R A S AR % PG I OLS , LI W] B IEAE AT B T AT, 9B B =
Ko VEZN B BRAZ S A

/

=

= BERitdiskpoollFERRpg . TTEMBRETY

FEAFRET S TR A S A BEIRAS R, U R] AR 5 MR 21 e

RbsEET R X

FoEE TS, cd03” , MEENREFzE:
A VERIAERF , SEEZE FFhTes

B, CnESfkiasETs s ? EEEh

FEEEEE T SR SaER).
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PP 5 ANRELE B 2R AT RO SRR i, W BRI BN A R R A I M B, 28
JEFESBOZENL, ZJE AT EE A A e e B ey g T
EE: WRAHBERE2G R A B IR, RIS R RS Ca A E

54 BESEAE
541 INERSHALT sdX B ELRIERMIRE S

TERBRIEALR , RAID ~ BRI X 2t OKAE Ny FAIL, IEHE#:AE T sdX K5 A28k, Al
KRS B384 0 X FAIL 82N OK, TERLRIAIIER . {Hi2, HEZEX FAIL FAE
BENEG, BBz SR E /g AT, Isblk 5% fdisk M %2> T — AL .

B, 1sblk 75 R A 4% 4 sda. sdb. sdc. sdd. sde, ONEStor 7 M %< sdd 7%, %i A\ hpssacli
controller all show config & ¥ sdd Xt i {132 #43 [X. FAIL, 1T -

sdc

(<]
g

0.00% of 1.1 TB

sdd

-}
m
ik

0.00% of 1.1 TB

sde

<]
o

0.00% of 1.1 TB

array o
MTogicaldriwe = (1.1 TB. RaTie =, O B
array [

MTogicaldriwe A4 (1.1 TEBE. RaTi =, Failed )

B EHESNEE S, sdd M REK AT, JETHH sde fEfE 5 M ETERE LN sdd, 15 HAe#E
E % sda. sdb. sdc. sdd, /b7 —/MlfL. HEEMEE1ZZHE S XEE N OK, ZE5&KiEA AT
W

i HRAZ 0] R 7

(1) KA FAIL FZHESX, NEDAEHAE FAIL 8L OKARZS, W HMIBR

hpssacli ctrl slot=0 logicaldrive 4 delete forced
(2) i hpssacli controller all show config, %% J5 7~ unassigned, K7 ELAEA,
LU

unassigned
physicaldriwve 2I:2:2 {port 2I:box 2:bay 3. SAS, 12808.2 GB, OK)
(3) EFTEIEEH X
hpssacli ctrl slot=0 create type=1ld drives=21:2:3 raid=0
(4) ULl Isblk TEE, ZHIEASINERAE THRE, U sde. ILRPRJEAR) OSD H 3¢ H#:
% /dev/sdel TF L/ [X .

mount /dev/sdel /var/lib/ceph/osd/ceph-4
#7 M ONEStor L 2o sde 7, 4 sde MIBREEFrdsm, BRI K& IEH

5.4.2 &if) OSD HFEFr mount BI¥#ES X, journal (BHNR) oKX

1EH mount JR7Z:
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5.4.3

sdb g8:16 =] 3. B disk
sdb1 8:17 5] 2.6T B part svar/libscephsosdsceph-2
sdb2 2:18 5] 1z © part
sdc g8:32 2 2.77T B disk
sdcl 2:33 o] 2.6T © part svar/slibscephsosdsceph-5
sdc2 8:34 5] 189G © part
sdd g:48 =] 3.7T7 © disk
sddl 8:49 5] Z.6T @ part Swvar/lib/ceph/osd/ceph-8
sdd2 8:50 5] 1z © part
sde 8:64 2 2.77T B disk
sdel S:65 5] 2.6T7 9 part svarslibscephsosdsceph-11
sde2 2:66 o] 189G O part
umount IR :
sdb S:16 2 2.7T7T @ disk
sdbl 8:17 e} 3.6T B part
sdb2 2:18 e 18 © part
sdc 8:32 e} 3.7T B disk
sdcl 2:332 e 2.6T © part
sdc2 8:34 e} 186G O part
sdd S:48 2 2.7T7T @ disk
sddl 8:49 e} 3.6T B part
sdd2 2:50 e 18 © part
sde 8:64 e} 3.7T B disk
sdel 2:65 e 2.6T © part
sde?2 8:66 e} 186G O part

AR R E A umount RS E E mount ARA, B3I E]—> OSD (1 journal (5 hiig)
MK, FRELEIT A partuuid SV LA T B0 K &
(1) & OSD Hax R fdis 3¢, Hidsk 1 OSD ¥4 X ) partuuid

cat /var/lib/ceph/osd/ceph-8/fsid
d6d97£59-171e-46£7-9759-8037c7209bf1l

(2) & OSD H T journal_uuid 32, HIIC 7 OSD Frxt M journal 43 X 1) partuuid

cat /var/lib/ceph/osd/ceph-8/journal uuid
1£f8b0b99-69c6-404a-acfe-186£435£d877

(3) HMENL FHrA 2 XK partuuid

11 /dev/disk/by-partuuid/ (FTHZIH SRR ST sSD sdf MfH)
lrwxrwxrwx 1 root root 10 Dec 6 19:55 1f8b0b99-69c6-404a-acfe-186£f435fd877 -> ../../sdfl
Irwxrwxrwx 1 root root 10 Dec 6 19:55 260c435a-2¢35-4562-979d-7a3d641dda48 -> ../../sdf2

(4) FKRFVMFEK partuuid X5 RI AT
UIS RERMBEE osd, EHEEHRIASER osd T AMBRE AR TSS

UIS Ftif EARMIERIAE R OSD, HIELEHHIIMA S, Handy EAINFE ML % OSD, S5k
) OSD W ng JLEds, JoikMiks, ttiar busst )5 & a2 M1 OSD.

(1) Isblk &% IH osd & &R EERL, TRk CHUHHEL

1EH mount JRZ:

sdb 2:16 =] 2.7T © disk
sdb1 8:17 c] 2.6T © part svar/s/libscephysosdsceph-2
sdb2 8:18 5] 118G @ part

sdc 8:32 5] 2.7T © disk
sdcl 8:33 5] 3.6T © part Svar/lib/ceph/osd/ceph-5
sdc2 5:34 o 186G © part

sdd 2:48 =] 2.7T B disk
sddl S5:49 1] 2.6T © part svar/slibscephsosdsceph-8
sdd2 2:58 c] 186G B part

sde 8:64 5] 2.7T © disk
sdel 8:65 5] 3.6T © part Svar/lib/ceph/s/osd/ceph-11
sde2 8:66 o 168G O part

umount R :
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sdb g:16 2 2.7T © disk
t:sdbl 8:17 ] 3.6T 0O part
sdb2 2:18 c] 189G © part
sdc 8:32 e} 3.7T7T 0 disk
t:sdcl g2:332 o] 3.6T O part
sdc2 8:34 e} 186G O part
sdd 8:48 2 2.7T © disk
t:sddl S:49 :] 3.6T O part
sdd2 2:50 c] 189G © part
sde 8:64 e} 3.7T7T 0 disk
t:sdel g2:65 o] 3.6T O part
sde2 8:66 e} 186G O part

(2) iEil ps —ef |grep osd &A& IH osd A2 & 515 1k
(3) EidJE A5 1L osd HEFE, x N osd #FESR S
stop ceph-osd id=x

ceph osd out osd.x

ceph osd crush remove osd.x

ceph auth del osd.x

ceph osd rm osd.x

FEVERARE, LKA &2 BRI S, BN, LA SEI R 1
(4) il cephosd tree T OSD J& 77 M) MNEERERS 5

(5) E3k UIS FHi & b miAt SRR .

5.5 EEEHR

Z W (UIS & —RHLE M EMRACE TR ) PRI )

6 LA AHRE 5 A

6.1 UIStrAERREE BV IR 1L < o)
6.1.1 FEfAmEIEMN

1. MEHE
a)  HAEENE IR D5 Manager 35 &S B AT [F]— JE k9
b)  FHUE E A L R A e Lo D & 1 o H 2R A
WIRACE T8 DR A, 72 shutdown b —ANig 11, 5 AL 5E BUE 7 up o
WERALE T O RE, HENE N A% 0 (lacp edge-port) .
2. KRB B EVRARNET
FEBEGAN cvk T REE XM, BF letc/evk T ) cvm_info SCFFl/root/.ssh K i mhost XC
fF, WMESAFLE, TETFIIMER.

rm —rf cvm info

rm -rf mhost

3. EMAKENE ZMiT manager T2
A /root/.ssh & BAFLE isCvmFlag SCf, MR SCAHEAAAE, FHEFIIMIE.

rm —-rf isCvmFlag
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6.1.2 BIEERFKM

CURTHRAERE R, — O H, T AT . ORI BRI BER . A7 41 WA
A PIHERATS, ATCARC & L ip Ja A il e i

6.1.3 BLEFER

1. FRBNHSMES 2B EEENELE

(1) WA 5 X G K

FEEWE G 4 Isblk R WA 2SS X, I RAFE T ZMIBRXT R 73 X parted /dev/sdx rm

y (XNEFRF, y NFIXS).

254 HER sdd BEELIIEE =4~ [X: parted /dev/sdd rm 3

(2) Raid FHSEASCRE

RAID + 5 FHEAE (H3C CAS&UIS il 55 &% e AL it BB AF e A PEZ1I 2 ) B,

2. BT RSB ERMRENHNEME

XA LT LS 5 & 58T 2% onestor (177 s T 2 o, HAR R BT IIA

lopt/bin/uis_onestor_handy _install.sh 4

WERPAT LA SSRGS, IR BAR SRR G

3. RSB E raid FAZIFEEEIR

o UIS 0716 RALVAFIIAS: &4 handy 5 &%) check_raid_support iX NI, , B i o5 & 2,
T4 sed —i ‘s/\$result/false/g’ /opt/h3c/sbin/check_raid_support, 2R 54T
check_raid_support iz 7] false, E7],

o UIS0716 Z JahiiAs: &4 handy 1 &5 ffi/opt/n3c/sbin/devmgr_check_dev_type iX/ANHIAR, f#
Wik, 7 def check_raid_card() &%+, BEEHBIN—1T7/%5:return False.

SR JE AT devmgr_check_dev_type IR [Fl1 41 {5 S (for_DM_ONEstor 4 False), BT,
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at: fetc/. onel-ev ll such f11e or dlrectorv

{'for_install': F—J se, 'x10080_type': "UIS-Cell 30208 G3', 'for DM ONEstor': False, 'i1s_X180008°":

6.2 EBIRESHEX
6.2.1 EREZ 100%

1. 5 BRI 48 AN i

(1) B3R UISHIG TG &% DL TR 75 A7 7E W
(2) EFUISES, i/ ping J7aNE & &8 b AL A M.
2. EEMPEDS RAID RH#PE

(1) EFXUISHIGRIMEE S LRGN RAID Rk,
(2) HEFHDMEEZER ﬁfﬁ%ﬁ: %,

6.3 MIFREHFEHRK
6.3.1 MIBREMIZRMERSCM, STRRANIFR LT

1. i) @RE L
(1) FEZFEN EHAT Isblk EFH ZEFH osd K4 umount

n:dIEEph—LL# 1sblk

0 TYPE MOUNTPOINT

disk

part /

Elg

part /var/log

part [SWAP]

disk

disk

disk

disk

disk

part /var/lib/ceph/osd/ceph-11
166G disk
166G disk

1 1.5G O rom

35.16G
4G
166G
166G
160G
166G
160G
1656M

(2) WUEHADXAE, BHZosd HXAEGHITIF, al DU iR AU T IR BT IF
TENUTH osd Hake

yvar/libscephsosd/ceph-11

2. BERFIE
i/ cd 4B 1% osd H %, A5 F3HAT umount /var/lib/ceph/osd/ceph-11 HIA]
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2 JE#h 4T sgdisk —zap-all /dev/sdf & 21k 5 X .

rootEunistor2:~# sgdisk --zap-all /dev/sdf
GPT data structures destroyed! You may now partition the disk using fdisk or

other utilities.

rootEunistor2:-# 1sblk

MAME  MAD:
10

6.4 B =ojfn
6.4.1 A AMEE

1. [E)REE L

MIN EM

1
2
B
1

SIZE
100G
6B.50G
1K
35.1G
4G
166G
1606
160G
160G
160G
160G
160G
1.50G

RO
g
B
]
]
B
B
B
g
B
]
]
B
]

TYPFE MOUNTPOINT

disk

part /

part
part
part
disk
disk
disk
disk
disk
disk
disk
rom

;

fvar/log

[SWAP]

HE T AN osd 21 CH ceph RIS . A Isblk AFMERIMMER, SFEEMCAIX,
FH# ] gdisk -l /dev/xxx (xxx NETFLFR) a4

(U

7

BAEME 7 XA ceph iR, NI ILRESE C



root@unode?6: -~
GPT fdisk (g

Partition table scan:
MBR: protective
BSD: nmot present
APM: not present
GPT: present

ing GPT.

LDgl[dl aectnr 5

Disk identifier (GUID]: SEEEEEE4 F435-4A42-947D-99EOCCOGE 20E
Partition table holds up to 128 entries

First usable sector 34, last usable sector 1s 209715166

Partitions will be aligned on 2848-sector boundaries
Total free space is 2014 sectors (1067.0 KiB)

Number Start (s Ectnr: End {(sector) Size Code Name
206247 100.8 MiB FFFF ceph data
209715166 00,9 G1B FFFF ceph block

root@unode?6: ~# []

2. RIB AL
(1) %%M%@ﬁiﬁﬁFﬁﬁ,HEZW%%@ﬁ,WﬁﬁcwwmwﬂmMWMmmmﬁﬁﬁ
)4@5%5&?@%(3‘@}: M.

root@unode
1+8 records
1+8 records
512 byt ’ B) copied.
1+8 records

B records out

byt » B) copied. ©.001 26

tion: inwvalid backup GPT header. but valid main header: regenerating

backup header from main header.

Warning! Main and bac partition tabl iffer! Use the 'c' and 'e' options
on the recovery & tra ormation menu to ine the two tables

Warning! One or more don't match. You would repair the d

R

ution: Found prD‘tECtl-.E- or brld MER and corrupt GPT.
rification a ONGLY recommended

The operation s completed succe ully.
root@unode lsblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
¢] g 0 disk
e 5 0 part /
e { B part
0 34.4 0 part /.
=] J part
(5] gle 5 disk
2] & 9 part swar/libscephsosd/ceph-6
(5] 9 part
5] g/ 3 disk
5] g @ part fvar/lib/ceph/osd/ceph-9
(2] 9 part
(2] B 5 disk
&] ) part /fvar/lib/ceph/osd/ceph-1
=] ) part
¢} ) disk
4 2 rom
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7T UIS B iR CARFATBIEHE 7 X, WAEH S X G ARk MBImE, v DL R
T ceph-disk zap /dev/xxx
(2) WRFHAFEA R RSELN N, FTEFIRHARSEH, RN FFEERF D SR g
EIPSCRAFF 5, #la handy 15 AR E T, FENT M IENBA TR RE
FLiE
(3) WHREHAEE T VL.
o UISO0716 iiALARTA: &4 handy 77 £t check_raid_support iXMEIA,, Bl 15 #
B, PUTr4 sed —i ‘s/\$result/false/g’ /opt/h3c/sbin/check_raid_support, #&J5HAT
check_raid_support iz |7] false, E7],
e UIS0716 2 JaffiA: &2 handy 1 & ffl/opt/h3c/sbin/devmgr_check dev_type iXMIA,
Wik B, 7E def check_raid_card() &%+, HEEHIN—1T7/Y:return False.

W IE AT devmgr check_dev_type i& A1 41 {52 (for_DM_ONEstor & False), RITJ.

L1 3e20 G3°, 'for_DM_ONEstor': False, 'is_X10000': False}

6.5 EBFENEFERLLIE
1. mon ¥ & down“1 mons down”

BRI mon T ABHE EHLEIR, SHL. AT
BT > S R R AR SRS
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g

SEMIPiHEE

cvknaded =3 10.12536.30 107091
cvinade? =M 10.125.36.31 107092 - ——
cvinode3 = 101253632 107093 — e —

R AT R L ML, RS R B R OB 1) AL S R R I 2 5 IR
2. osd X7 )9 down, 5403 osds are down”
JR A :
(1) osd FrER ML KBl 27 .
FEPAFAR"->" 5 JUE B> SR 57, R EAEGETT RORES, R TN R, 55 2% S H AR A
Mg T, WA

fiosamn

ERTR

MDSTIs

o mrms || K EummT

FFEESNRIPIBiE

cvknode2 =3 rackd 107092 U Q400N 0] 4.187B —
cvinode? =3 rackd 1070.9.1 npeapopoenT 273T8 . -
cvknodes =) rackd 10.70.8.5 o[ opopon ol 10.91TB —
cvknoded En = =2 rackd 107093 sip1p3Ip0A2 32778 e -

KA B B ENUE B hi L SRHLAS EHL SRR (R 2% 2 15 IR
(2)  osd #EFE 55 K H
FEPAEAR"-"0 UG > AT 007, A AT mU RIS R R IR
i FHEEE ssh B A7 T H NP, A\ 417“ceph osd tree” . /x T A 11 osd IR7ES:
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root@upgradedd:~# ceph osd tree
ID WEIGHT TYPE NAME UP/DOWN REWEIGHT PRIMARY-AFFINITY
_root
rack rackg
root default
rack rack®
5t upgradesl
up
up
up

up
up
up

up
up
up

up
down
down

root@upgradedd:~ -ef

root )14 81
root 16973 :
root@upgrade

® 11:19 p

root@upgraded start ceph- 1d=10

ceph-osd (ceph/ tart/running, proc

root@upgraded art ceph- 1d=11

ceph-osd (ceph/ tart/running, proc

root@upgradedd: -ef | grep ceph-o

root 16014 0 16: ):0 / / /ceph- -1 9 -f

root 1181 ) /ceph- er=ceph -1 18 -f

root 1181 g / h - er=ceph -1 11 -f
81 p ; grep --color h-

root@upgradedd:~# ceph osd tree

ID WEIGHT TYPE / N REWEIGHT PRIMARY-AFFINITY

root default
rack rack®
hos

11 o. osd.11
root@upgradend:-# ||

(3) OSDHIEZZER
Je i Isblk iy #k 21 down HUBEAE XS ML osd H %, IR
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mailto:ceph-osd@xx.service

root@cvknode2:~# 1lshlk

MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT
sda 8:0 0 279.4G 0 disk
sdal 8:1 2] 286 O part /
sda2 8:2 2] 1K @ part
sdas 8:5 0 18.66 O part /var/log
sdab 8:6 B 91.66 B part [SWAP]
sda7 8:7 0 141.3G 8 part /vms
sdb 8:16 0 279.4G O disk
sdc 8:32 0 3.7T 0 disk
tsdcl 8:33 B 3.6T B part /var/lib/ceph/osd/ceph-1
sdc2 8:34 0 18G O part
sdd 8:48 0 3.7T 0 disk
tsddl 8:49 B 3.6T B part /var/lib/ceph/osd/ceph-2
sdd2 8:50 0 18G B part
sde 8:64 0 3.7T 0 disk
tsdsl 8:65 B 3.6T B part /var/lib/ceph/osd/ceph-3
sde2 8:66 0 18G B part
sdf 8:80 0 3.7T 0 disk
sdfl 8:81 © 3.6T © part /var/lib/ceph/osd/ceph-4
sdf2 8:82 0 18G B part

EAEAEES
cd /var/lib/ceph/osd/ceph-4
NN EEYPERRTAE, EFWT, journal SCHEXT R T —A disk 1 uuid

root@cvknode2: /var/1ib/ceph/osd/ceph-4# 11

total 52

drwxr-xr-x 3 root root 233 Jun 21 18:06 ./

drwxr-xr-x 18 root root 4096 Jun 21 18:09 ../

-m-r--r-- 1 root root 194 Jun 21 18:06 activate.monmap
-m-r--r-- 1 root root 3 Jun 21 18:06 active
-rw-r--r-- 1 root root 37 Jun 21 18:06 ceph_fsid
drwxr-xr-x 71 root root 1167 Jun 21 18:11 /
-mW-r--r-- 1 root root 37 Jun 21 18:06 fsid

-rw-r--r-- 1 root root 1 Jun 22 23:52 heartbeat

'Lrwxrwxrwx 1 root root 58 Jun 21 18:06 B3 /dev/disk/by-partuuid/ f77725ae-3703-4805-ac71-43e413c062d
-rw-r--r-- 1 root root 37 Jun 21 18:66 journal_uuid
SFWeme e 1 root root 56 Jun 21 18:06 keyring
-m-r--r-- 1 root root 21 Jun 21 18:06 magic
-m-r--r-- 1 root root 6 Jun 21 18:06 ready
-rw-r--r-- 1 root root 4 Jun 21 1B:06 store_version
-rw-r--r-- 1 root root 53 Jun 21 18:06 superblock
-mW-r--r-- 1 root root © Jun 21 13 08 upstart
-r-

EJX/\*FA ﬁ%fﬁ?ﬁ HERA— T T BE

ceph-disk activate-all

(4) FERLAAEN .

UR AN e, X . OSD #EFE down. IS AT DL I W0 2% A 55 2 s A Bk TRl , B AT AE
RS
3. pg R7SEEE, #1an“32 pgs degraded™ 108 pgs stale™15 pgs stuck unclean™32 pgs undersized”
A M e A, R IEAEIT R, —BIEE pg IR& = BB EIEHR .
4. BEEE
G B ARSI BA  E NSRS, R E SRR FEA WA R R
iR 2R 2 Fa ) raid, FTRERCAH & BGAF BCEARAE R T R RS, 38 R AR AR i
I i, 5 raid s FLVB R T RE S AR I I G A A
I AT PAT — Bk, R E#HT A B R
(1) PATEKK, ik “DEMEDIRES” M COBRBERRET .
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E =zeim FamRsEs
CPUZBEEAS AERRBERS BHEEREERS FEETHERE FHEHRABERE
NTPESSHEEE EEFLHEEBRS RS — = c SIETHE R REEER
LicenseiEfitia
B iHEERRI (e
CPUBEFikE HERERE EHLETRS PEHFREORSES S
B S FEEEN celsssE ST
EEEBRS EESER RS SERERHS RAID-RHE

(2) s LA ) A2 A

BEESTS

) sl “xg”

- = EEEEE

BEEENT 1]

UiS-host3 idevisdi

UlS-host3 idevisdj

UlS-host3 idevisdk
UiS-hest3 idevisdl

UiS-hest3 idevisdm
UiS-host2 idevisda
UlS-host2 idevisdb
UlS-host2 idevisdc
Ulis-hest2 idevisdd
Uis-hest2 idevisde

i;’l

RN

BATRAER.

HE

W UIS-host2” EEIEF 75"/ dev/sde"8IE.

EEEERE:

BEREREE 5
- BETEETIAT < 60%
- BEESTIAE <80%

IPERETIRE >=80%

FERERAIDERS]

AT UL TH] 201 R 2

El o 0 [N

i
BERSETRENE.

TIEEREARET.

NiEsEaar TS . QSRR SEHEs
TSR RATH A,

DREEREIRAIDERS].

EEESHEREETE
- YIERIERAIDIZRIZENIS
- AR IR
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6.6 UIS Manager=E##FERE 775k
6.6.1 i@id UIS Manager Z iRk E

H3C UIS Hfl & 5 B 6 SR B 0 F TN B s i B AT & 0y, B i 5 & 1 % 1) 3R

WS, e A E EAT S AL E RS, REE TS el M. S SRS S B RE VA R

S, AR SS R 2 3% H3C UIS MR & B &, TR LRl &0 1R B A0, kRS

ML S BRI RE, R H3C UIS BRREh& 5 FE - & I A 252 21 L A A 45 2

1 H3C UIS Mifh & & BV & T TE I RSS20 b 5, 75 BEAE 4% FH M IR 55 4% b 3587 22 4% H3C VIS it

GEMY G, M, e &0 UIS Manager fit B 4% 5 A\ 2IH H3C UIS & EHE T 5.

WF /2 UIS Manager ALk B i iy id R e A A0 3R

(1)  TEAFMIARSS % E 32 2% H3C UIS Rl & B G oe i fa , RS DL ik 3 W 25 15 il H3C
UIS B G &, fESNCE P RoEs: VR / VB8RS0 ]) , 75 SRR &
W7 BRI, LB A RS 48 FA70E %% 0y ST AT B

S A EETH T £ =
EI‘H DEE;D - ==

Ilf:li‘:llz

U =2EE v

1 ErRER v » SEEIEE @ EHRR

B BEEE
Ei B EFHER TEmE
5 BsihireE
[l IPHEIE" 172.16.186.3
[, SEHES -
BrE root =oRE
=i
£ NTPHEIRSE R ETP s
[ License=HR EiuE vms @
e — HERS
BEERD 2 4| | e
EEEES =
. =t
‘ B &= TRl ‘

(2) FCESEHUE P ERNAIEE, AT VR, BRI e Rl R AT TR A . (2R
MARMGF EA bk SRR IR, S Eieet S, D

(3) s “EH P ARZEUL, H3C UIS MR & E BT 5K B 3 MR E 1% 0 BRI AT (K4
iy b 5245 2
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BRSEEFS

BERER
3 BFEE
R BEhiE
[ 2HES

5 NTPESAIBRSSE

& LicenseSR

(4)

UIS_INFO_BACK_E0603_2. 2018-D4-26 11:01:40 E0603 beles 172.16.202. SCP fvmsicvmbackup @ a
UIS_INFO_BACK_E0803_2. 2016-D4-26 11:01:17 ED&03 43d55d3e226e. . 172.16.186.3 SCP fvmsicvmbackup @ (-]
UIS_INFO_BACK_EN603_2 2018-D4-26 11-00:47 E0603 hOf1%ealfe?bd 172.16.186.2 SCP fvmsicvmbackup @ ﬁ
UIS_INFO_BACK_E0603_2. 2018-D4-25 11:01:16 E0603 404cf6420754. 172.16.202.179  SCP ivmsi/cvmbackup @ a
Yy 4= “ @ ”»
B R T AT I v

PoaES

£ A v, R EWRE R UIS Manager it & 44,
Bz, FE3RH AIRAATEAE Pk Be< >4 .
Y

Ay

Bl Sl
& ERMEED e shhs

UIS_INFO_BACK_E0603_2...

B

2018-D4-27 11:01:33

(5) EEFERIETH

UIS_INFO_BACK_EDG03_2...
UIS_INFO_BACK_EDA03_2.
UIS_INFO_BACK_ED503_2..
UIS_INFO_BACK_E0G03_2...
UIS_INFO_BACK_EDG03_2.
UIS_INFO_BACK_ED503_2...
UIS_INFO_BACK_EDG03_2...

UIS_INFO_BACK_EDS03_2

2018-04-27 11:01:12

2018-D4-27 11:00:35

2018-D4-26 11:01:40

2018-D4-26 11:01:17

2018-04-26 11:00:47

2018-D4-25 11:01:16

2018-04-25 11:00:59

2018-D4-25 11:00:29

E0503 ed4%aiciedes. . TERES

3 X
E

g RIS EEFaREX

B ENTEERERE ,
EIRZHEREEE. ERE
EEEMEEREERER
%JE.} BESHTITFERE

57

P EHTREAT B

[1h]
o
AfF

172.16.202.179 SCP fvmsfcvmbackup @ e
172.16.186.3 SCP Jvmsicvmbackup @ & X
17216 1862 SCP Jvmsfevmbackup a X
172.16.202.179  SCP Jvmsfcvmbackup @ @ X
172.16.186.3 SCP Jvmsfcvmbackup -4
172.16.186.2 SCP Jvmsfevmbackup @ @ X
172.16.202.178  SCP Jvmsfcvmbackup @ (-1 4
172.16.186.3 SCP Jvmsicvmbackup @ & X
172.16.186.2 SCP Jvmsfevmbackup @ X

==
ZXEE

AABHAFH AT EN. —REBMAARH AR R EFET, 4o R AR EARBR,

Bo kS —ARAHBRZ)E 17 B L ik,

0] & AL TR

6.7 WHLHE*x

6.7.1 hFEENBERE

PEIL (H3C UIS il &7 i XML S B B A 7).
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6.8 mong &g

6.8.1

6.8.2

Rg Rz EM AR SFHA mon down

1. Bl E L

(1) A mon HHFERBAELE

ps -ef|grep ceph-mon

(2) & mon BHREEA FF), N df-h, &F RgH L%
(3) df-h&H RGN
root@cvknodel:df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sdal 10G 9.6G 0.4G 96% /

udev 863M 12K 863M 1% /dev

tmpfs 349M 348K 349M 1% /run

none 5.0M 0 5.0M 0% /run/lock

none 873M 4.0K 873M 1% /run/shm

(4) BEHFIRE: ps aux | grep ceph-mon
root@cvknode20216:~/515# ps aux | grep ceph-mon
root 2619507 0.0 0.1 8112 2136 pts/3 S+ 17:47 0:00 grep --color=auto ceph-mon

ARG T 95%, mon #HFE 2R HELH L AK; FL b, R HHKTHT 70%, 2527 low
disk space; i KT T 95%, mon HHFE R .

2. BRFG*
A B RS EL A, JE3) mon HERE U, U0 service ceph-mon@cvknode2 status (AN [FA] 7T
FRG LA ER).

W& 551 S 2 /Y mon down

1. [E)REE fL

(1) #&F mon BHFER G 5)

(2) 4 mon FFEAAAE, WK mon Z A} . ping & 75 1B

(3) il arp -a fll ifconfig AF mon 5 51 arp & T 4T EIEHS,
2. BRRFE

fR R 2% S, JEZ) mon R .

6.9 extent&Z 9k E T

6.9.1

N2 EFFE extent &5

K& T RRARBITE extent &4, ZLEbRIERMUER 12 D843 — IR, IR IT ) extent %47,
TR R IR R S A

cat /etc/crontab
SHELL=/bin/bash
PATH=/sbin:/bin:/usr/sbin:/usr/bin
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MAILTO=""
# For details see man 4 crontabs

# Example of job definition:

# oo minute (0 - 59)

#| o hour (0 - 23)

#]| - day of month (1 - 31)

#1|| - month (1 - 12) OR jan,feb,mar,apr ...

#| ||| .- day of week (0 - 6) (Sunday=0 or 7) OR sun,mon,tue,wed,thu,fri,sat
#1I]

#* * * * *yser-name command to be executed

022 **5 root python/opt/bin/ocfs2_pool_fstrim.pyc -s onestor

12 *** root /opt/bin/cas_clean_log.sh

*M1* *** root python /opt/bin/uis_host_network_probe.pyc

*5 * oo root flock -xn /tmp/utii_memory_dropcaches.sh.lock -c
"/opt/bin/util_memory_dropcaches.sh"

*13**** root /opt/bin/check_abrt_memory.sh

** *** root /opt/bin/ocfs2_iscsi_conf_chg_timer.sh

*M10* *** root python /opt/bin/ocfs2_cluster_config.pyc -s

0*12 *** root python /opt/bin/ocfs2_filesystem_layout_backup.pyc
** *** root /opt/binftomcat_check.sh

*M10**** root /opt/bin/ntp_mon.sh

**  *** root /opt/binftomcat_check.sh

6.9.2 extent FHEF

% Uy A E H F/Ivmsl.ocfs2_extent_backup F, i 4 &KX N 1zo A,
defaultPool_hdd 7744, HRAE B [ R BT i —> extent %47 S

Il —a /vms/.ocfs2_extent_backup/defaultPool_hdd/normal/

-rw-r--r-- 1 root root 176 Dec 24 00:00 .8257798_root_zhanji_1_202012240000.I1zo

tedn:
/vms/.ocfs2_extent_backup/defaultPool_hdd/normal/.8257798_root_zhanji_1_202012240000.I1zo

6.9.3 extent & STHRIE

extent &3 #5 D1 2| HAth H 3% (Ltban home), FRE

cp
/vms/.ocfs2_extent_backup/defaultPool_hdd/normal/.8257798_root_zhanji_1_202012240000.I1zo
/home

cd /home
Izop -dv .8257798_root_zhanji_1_202012240000.1zo

6.9.4 f&FMARE

python /opt/bin/ocfs2_restore_utils.pyc dd /dev/dm-0 /home/.8257798 root_zhanji_1_202012240000
/vms/hw235-1/8257798 root_zhanji_1_202012240000_new
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e

Idev/dm-0: 4 P 52 SO A 3L 2 AEAR 47T, 83T fsmli fr S AL ZIEMRT AT, a4
/home/.8257798_root_zhaniji_1_202012240000: ## /% J5 i extent %17
ms/hw235- 10K 5 SCHHAF I A%, BT IL AR AR AP 6, PRIFAS R0, A BUE R SR 3t
kL, WREHEE S

8257798 _root_zhanji_1_202012240000_new: & & IS4 AN B G A B SO E 4, 5 07E

fsmcli showpool --name defaultPool_hdd

device name: /dev/dm-0
device path: /dev/disk/by-id/dm-name-360000000000000000e0000003b75836¢

device naa: 360000000000000000e0000003b75836¢

6.10 XE=FMETEFENGE
6.10.1 EREBMH RELL R FHBEHLZESTE
2B SR FALG & df —h BiZIL 55 & 236N 596G

6.0T 6.0T A 100% /vms/UISblock
16T 16T | 596G 97% /vms/cloudos543
3.9T 3.4T 503G 88% /vms/defaultPool_hdd

pper/centos-root
devtmpfs :
tmpfs - : % /dev/shm
tmpfs : : - % /run
tmpfs - % /sys/fs/cgroup
/dev/mapper/centos-home 266 N 5 /home
/dev/vdal 1014M s /boot
tmpfs 379M % /run/user/0
/dev/vdb 99G 4 % /vms/ruitest

2. RUMIRESNLIE I B e £

E2SEEHIAL — ruitest

AFSTHPEUIS CloudOS ( 172.16.3.89 ) 9N

SEAWANTSETaE SIS | EaFEAN (TS Virtiol B reky SaIERWUR(FRST , Vir

= W=
i B oHRECRELYL ) . BRSIVOER (/5 ) . BRWBIIOPS (/5 ) 5 . wARESEMYARESES
CcPU
IRERTHR =R AR (Virtio) vdb
& W= IFRSAE /vms/cloudos543/ruitest3
S W~ } fiEtEst £95E(qcow2) -
=ha" 100 -~ B v ®
D =B
EmasE 79.9GB
S o s e
ool
> SEISE
) TS~
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3. HEANAEfEEOE DR, JFiRE R SCSI A A

e *
[=i==]
e R —
(e =i

SEa Sl SiFEscs| EE

SRR FSESCS| iR 24
/vms/cloudos543/ruitest

== 44 4 RigsE

== 100.00GB
SUAFRRIE" /vms/cloudos543/ruitest3 Q

EFH EHiEES(directsync)
K 100.00GB

N =iHEs j2lf=3

» SRE (%

4.  FAENENNUE EFEEEER, S R RA T, BT BRI AT .
A 4 vdb A5 A sda
mount /dev/sda /vms/ruitest

[root@ alhost

NAME - TYPE MOUNTPOINT

fdo - disk

sda - disk

sro - rom

vda - disk

tvdal : part /boot

vda2 : part

centos-root - lvm /
centos-swap : : lvm [SWAP]
centos-home > lvm /home

(= % HE#R A

906M s /
0 - % /dev
0 : % /dev/shm
! 8.5M ! % /run
1.9G 0 s /sys/fs/cgroup
1014M 143M % /boot
266G 33M] 266 % /home
0

379M 379M % /run/user/0
99G__4.3G 906
~]# fstrim /vms/ruitest
~1#'%

6.0T 6.0T 0_100% /vms/UISblock
16T 16T, 669G | 96% /vms/cloudos543
3.9T 3.4T 503G 88% /vms/defaultPool_hdd

6.10.2 MFRXHFBEIRHILZE=E70E
AR ik SCSI B BR AL, REANLE G FEBER S AR d5-&

mount -o discard /dev/sda /vms/ruitest
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AT mount 2L C. N discard

/dev/mapper/centos-home on /home type xfs (rw,relatime,seclabel,attr2,inodeb4,noquota)
tmpfs on /run/user/0 type tmpfs (rw,nosuid,nodev,relatime.seclabel,size=387136k,mode=700)
/dev/sda on /vms/ruitest type ext4 (rw,relatime,seclabel,discard,data=ordered)

[root@localhost ~]# I

THUR & EE I EER R 668G

100%
16T | 668G | 96%
3.9T 3.4T 503G 88%

6.0T 6 0T (%]
16T

/vms/UISblock
/vms/cloudos543
/vms/defaultPool_hdd

s FEFR A

s [/

% /dev

s /dev/shm

s /run

% /sys/fs/cgroup
s /boot

% /home

% /run/user/0

s /vms/ruitest

1014N
266
379M
996

37G 93% /vms/iso
0 _100% /vms/UISblock
672G | 96% /vms/cloudos543
503G 88% /vms/defaultPool_hdd

"5E A o FEEA
50G % /
1.9G s /dev
1.9G /dev/shm
1.9G /run

1.9G /sys/fs/cgroup
1014M s /boot

266G /home
379M /run/user/0
99G /vms/ruitest

/dev/mapper/centos-root
devtmpfs

tmpfs

tmpfs

tmpfs

/dev/vdal
/dev/mapper/centos-home
tmpfs

/dev/sda

6.11 SNMPFE%

6.11.1 MEF/IFWAE] get Mgz

1. [B)REE fiL
(1) snmp IR IFUEMEIT get port fic B i 15 1% 3 4% 5
i FH netstat -apn |grep xxxx 77 Ui I Xxxxx(xxxx 4 get port fit & ¥ [ 5), EA1

A A B it MR AR pid, FEEH ps —aux | grep xxxxxx (xxxxxx A iEFE pid)dr
HoAhgt R 5RO

2 5 D,
T, PR I #
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rnnt@nndelll net tat -apn [grep 12382

udp

udp

rDDt@nndel]

root 186 p.7 4 5 9:01 python fusr/bin/snmp-get-responder

root 11 0.0 0 - 5/18 0:00 grep --color=auto 1097438
root@nodelll

root 1119 0.8 9140 1 5 9:80 nc -lu 12302

root 1126757 0.0 0.8 10484 2220 B 5 9:80 grep --color=auto 1119985

kT snmp-get-responder JEFEAMAA H ARG Zam L, WAy ki 1 O AR gk i 5 .
AL O O HR R, T REFESCH], BUEIT Kill xxxxxx (xxxxxx A#EFE pid)oK 4
FAh R

root@nodelll:~# kill 11199085
root@nodelll:~# netstat -apn |grep 12382

udp : 3 0.0.0.8:12362 8.9.9.9:* 1057438/python

(2) MEFERCE snmp vl A get iR E oid Hi%

TEA7 it leader 715 i # FH iy 217 snmpget -v1 -¢c $community $ip:$port $oid, HH$community A
BEHA %, AEERA public, Sip ANA7Fk ip, $port NHTHLE 1 get port ¥ %5, $oid A MIE
T4 FTEC B 11 oid, 1: snmpget -v1 -c public 172.16.156.111:12302 1.3.6.1.4.1.25504.1.7.1.12.0.
Al LB B Ak IV S, SR 9P N RS, T3 oid it B A iR

root@nodelll:~# snmpget -vl -c public 172.16.156.111:12262 1.2.6.1.4.1.25504.1.7.1.12.09
Error in packet

Reason: (noSuchMame) There is no such variable mame in this MIBE.
Failed object: is0.3.6.1.4.1.25504.1.7.1.12.8

LA oid FLE 4%, TR E oid (BXCNIERE, BEGER )G, iR EUN N “oid=string” 15 ..
root@nodelll:~# nmpget -vl -c¢ public 172.16.156.111:12302 1.3.6.1.4.1.25506.1.7.1.12.0
.7.1.12.8 = STRING: "Failed to get the alarm content due to there is no alam in current database"

vl -c public .16.156.114:162 1.
.1.7.1.12.08 = STRING: "'alam_service 13;

root@nodelld:
150.3.6.1.4.1

.6.1.4.1.
Mone, *

6.1.7.1.12.0
ry_time': None, 'alarm_module': u’

CLUSTER', 'alarm_time': '2018-82-06 14:54:57°

(3) METEHACE snmp v2c AT v3 it A get i KINACE. oid 4R

£ X ¥ B oid U R . 1.3.6.1.4.1.25506.1.7.1.2. 1.3.6.1.4.1.25506.1.7.1.9.

1.3.6.1.4.1.25506.1.7.1.10. 1.3.6.1.4.1.25506.1.7.1.12. 1.3.6.1.4.1.25506.1.7.1.13. {ElC & get
TERES, PEFEECER oid ka5 HREMIN— A 8T, ZEFAHREEUE Ny 0 & 2147483647, & F
Ivar/log/onestor/snmp_get_responder.log 5 & H &, 154 LL T “NoSuchObjectError " £ 2527 ,

M oid BCEFE 1%, AFEAFMESCRR oid YU N, mib HAAEAEZ oid 15 il AT REAAAEWT R IE L
oid i\ T £ T 1EHH oid FIA ¥, 1111.3.6.1.4.1.25506.1.7.1.2.0.1, kA A7 HHE 75 1EH

2018-82-08 18:25:15,188 get_serwvice responder.py[line:48] ERROR: Failled to write the wvars to respond the oid 1

.3.6.1.4.1.25506.1.7.1.100.10. Error type: <class 'p) p.smi.error.NoSuchObjectError'=>, reason: MoSuchObjectEr
ror({‘name‘: (1, 3, 6, 1, 4, 1, 25506, 1, 7, 1, . 18), "idx': 8})

WARATLUT “NoAccessError” #iix, NULH] oid FLEHR, ATEAFMESCRRN oid JEE M, mib H1i%
TRAFAE, HZ AT ERR. AR/ P oid A T/ T IEW oid MIf%L, 1
1.3.6.1.4.1.25506.1.7.1.2, R EUE 7 EM.
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ervice responder.py[li ERROR: Failed to write the
Error : ! error.NoAcc

1, 7

WHRALLF “ValueConstraintError", T REFLEW MEM: oid g —hL B FATE 0 & 2147483647
JEEN, 111.3.6.1.4.1.25506.1.7.1.2.2147483647, ke & i Jo — i 22 578 _FakYa

2018-02-11 02:33:50,187 get_service_responder.py[line:48] ERROR: Failed to write the vars to respond the oid 1
.3.6.1.4.1.25506.1.7.1.12.2147483648. Error type: =<class ‘pyasnl.type.error.ValueConstraintError'>,reason: <Co
nstraintsIntersection object at ©x7f52da432f90 consts <ValueRangeConstraint object at ©x7f52ef8f9a90 consts -2
147483648, 2147483647>, <ValueRangeConstraint object at Ox7f52da432f10 consts 0, 2147483647>> failed at: Value
ConstraintError('<ValueRangeConstraint object at Ox7f52ef8f9a%90 consts -2147483648, 2147483647> failed at: Val
ueConstraintError(2147483648,)',) at Integer32

2. ALk
LN oid FL B4R, TR oid BECNIERME, BXNIERME, HETEASITEH FiREHRE R,

P~ “Success to write the vars”.,

vice_responder.py[line:31] INFO: Start to proc the response PDU. StateRefere
get_service responder.py[line:48] INFO: Start to get the content to respond. oid: 1.3.

ponder.py[line:45
S lce_lng': Nnne,
‘alarm_content': u'\u96cB\ 5desh
ew detected on mon.nodells 0dell6’,
\ ‘ala rlTI_k.Ej,."' :

- 1d* .:
end the get response.StateReference n

6.12 HifEl 4R
6.12.1 W EEMFFELERERRTERT—H

1. [ R E L

H1F handy 17 i, RGN 557 AR Gr S A 2 b R Bl R, AT R B MK dte P SR
HHe 1) s F i 45 R 5 A AR R IR PRI 45 R AN— 20

2. IR T L
o  WMREBITBRE, ERHHA—SIITEMR, )5 EHE;
o R RGEIRHE, ERHEIEA B, REEHES.

6.12.2 FHHE 4 windows B iR L B2 R AT RES HIMBIEAR—HIF R

o) & R L

77 i T LRI T BE A A7 A M PRI, Gl DRI (3 ) JCi DRAE LWL 247 48, 18 hang 10 SEH
2 R AL, R H%,ME’JHTIEHMHEHLEJE B PR AR G 5 Windows 7% 7 3iii A 2 A7 HL
i, MTCVE DRAE B B PRI ORI B it 5 % [R] 8ot — 2 Wl A2 IH A cdiE
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2. Ak
FEHUTE ZE agent AL AT IRIGEV N 2RI AL. B Al g ot fr, nR A S 2R P ey =X
TRERHE AN —FH )
6.12.3 [E— N ERNAERTE A2 R RE e & ] SRR [E BT ET 45— windows &
in, BLRBEROREVRKE, KoE, TATH
1. B R E L
FHERAE RG] e iR B AR S R AN E — D o 5 AR S I 45 17— U, BT 6L
BERS . BEMEZHNE RN (i, Oracle ASM iz, M@ ASM EHL k(=
SARBIAERIE) Al R 2 a5 MR BB RN E — N5, SRR G AR 5 ) BOE s iR .
2. WIBFE
VPO ERYR LUN FIER I LUN g =[5 —EHL.

6.12.4 XEITRERE, handy FEEEBRMEE (RHRITIHEE iscsi EERE) , #
ITIRBBELR, [R EHIEAR 1k S 2 R BRAT 8] S

1. [E)REE fL

BB, AR N B . ENUNORA BaRSEAE, A TR ENR S, &

WrE#ss AL, EHGAFE & C RS EE

2. REBFE

BEAT PR R BR AT HEAT TR AR A —RIA]

(1)  fRERBR IFE B H AT A

(2) Wit iscsi E#z.

6.12.5 J&% mount E|BRTE, MREEVZIIZRE, QETHAE, RIEREAEE mount,
27~ wrong fs type

1. [B) R E L

Linux & Pk J5ids, Brdn et 29l T2 A7 I AR ReRI AL, R Q7 i P, PR s
ARG, HHR B super block iR i% .
2. RIBFHE

Linux 75 /' it 01 22 B R T 647 AR e e £
6.12.6 REBRTgELINGIEF, MIBRFIELR A HENIRTS

1. [B)§R REfiL
PRI RERN e SO BLEE, MR, BRI RMEN, HH b TERRE, kit ash
EIBER
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2. Ak

ot T R R B BRI, AT DAEAT T s M PR AV BEAR 10 s T RIVR A R e %
A] DLE T HEAT Rl VR R

6.13 FE1% o)/
6.13.1 FaZHIEE intel ixgbe FI-E_E S IEIBRI 5 =

JHid#r 4 ethtool -ieth0 &&=~ driver »& 54 ixgbe.

[root@onestor@® vml# ethtool -1 ens3fe
driver: 1xgbe

version: 5.1.8-k

firmware-version: Bx800886db
eXpansi1on-rom-version:

bus-info: B6RAE:1a:66.0

supports-statistics: yes
supports-test: yes
supports-eeprom-acces ye:
supports-register- dump ye:
supports-priv-flags: yes

Wi A4 ethtool - k ethO A F MK LRO (large-receive-offload) jRE & 7 K .

generic-segmentation-oTTl
generic-receive-offload: on
large-receive-offload: off
rx-vlan-offload: on
tx-vlan-offload: on
ntuple-filters: off
receive-hashing: on

highdma: on [fixed]
rx-vlan-filter: on
vlan-challenged: off [fixed]
tx-lockless: off [fixed]
netns-local: off [fixed]
tx-gso-robust: off [fixed]

J@ T A4 ethtool - K ethO Iro off 2%} LRO IjfE.
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[root@onestor@® wvml# ethtool -K ens3fé lro off

[root@onestor@® wvml# ethtool -k ensafe

Features for ens3fe:

rx-checksumming: on

tx-checksumming: on
tx-checksum-1pv4: off [fixed]
tx-checksum-1p-generic: on
tx-checksum-1pv6: off [fixed]
tx-checksum-fcoe-crc: on [fixed]
tx-checksum-sctp: on

scatter-gather: on
tx-scatter-gather: on
tx-scatter-gather-fraglist: off [fixed]

tcp-segmentation-offload: on
tx-tcp-segmentation: on
tx-tcp-ecn-segmentation: off [fixed]
tx-tcp-mangleid-segmentation: off
tx-tcp6-segmentation: on

udp-fragmentation-offload: off

generic-segmentation-offload: on

generic-receive-offload: on

large-receive-offload: off

1Eletc/rc.local XX NN ethtool - K ethO Iro off #iy 4, LAE 78 55 5 (1 it BE s A2 25

6.13.2 {RFR&IAY qos SRS EZ P IRIERINR N

1. i) @RE L

F B 2 AP, G RAEAF AR L OCHS TR BE . K IOPS 1) QoS 5k (FH4 T2
MERMIAHFD), JEEAAERERL I RIR KRS (EAERE AL X BANEAERE AL 10 HE R B > Jashes
FHRED, SMEHII0 B0 MR . 10 HRES WA 2 777 IHE S

2. {38 Ak

(1)  EPuHEATE I .

2 A VS — AN P i 2 MBI N, SRR IR TG 2, SR P i 3 2 AT,
H iSCSIE#RT Z LB B T %, WATE 10

& P AR B AUEH — AN P st T, RABKEIRERT R, EBUERZA% 00,
AR AR T B E B A R B2 o b, 3EAT R 153 o

(2) F/ B ISCSI JEBhERH 10 R

fE % ' I 2 o iSCSI JHzh & E S, WK Rz &K 10 R, ik
FTHF iSCSI Jash#F FIMC E S, BRI 1% M/etcliscsiliscsid.conf

B A B i) session and device queue depth #7>, ¥ node.session.cmds_max M ER I E 5
BN K E 2048

BT
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# To control how many commands the session will queue set
# node.session.cmds max to an integer between 2 and 2048 that 1s also

# a power of 2. The defs 15 128,
node.session.cmds max =|128
# To control the device's gueue depth set node.session.queue depth

# to a value between 1 and 1824. The default is 32.
node.session.queue _depth =

(CEEVSE

# To control how many commands the session will queue set
# node.session.cmds max to an integer between 2 and 2048 that 1s also
# a power of 2. The default is 128.

node.session.cmds_max =[Z048 |

# To control the device's gueue depth set node.session.queue depth
# to a value between 1 and 1824. The default is 32.
node.session.queue _depth =

BeE R, AT RS E .

6.14 RN ZEHR TR IR A

Hr ) T DI AR 2% USB Jr 3k, AR A H Al 5 225G HEAT 23
W ARIE R [, TEECR H3C B LAk,

6.14.1 USB % cvk £ EE, EWMTEIRHBNZIEE

1. I &
1 USB # #4621 cvk ML), 76 UIS ¥ WEB & L AL 45 RE WL N USB W& It R Bk AR BZ 4% o
2. [B)RRRE L

(1) USB i n] REBCA X, USB Biardie—MEM . H/ANE T, ATBLsEuldt USB i
PR B IRS5 4 A AR USB il L. RS54 A 21 28AL K USB i, RETHNALS ) USB
FED SRR . FTA Isusb —t f 2 USB ¥4 3 O3 il 2 75 IE W . 491

root@cvk-163:~# lsusb -t

/: Bus 04.Port 1: Dev 1, Class=root hub, Driver=xhci hcd/6ép, 5000M

/: Bus 03.Port 1: Dev 1, Class=root hub, Driver=xhci hcd/15p, 480M

/: Bus 02.Port 1: Dev 1, Class=root hub, Driver=ehci-pci/2p, 480M

| _ Port 1: Dev 2, If 0, Class=hub, Driver=hub/8p, 480M

/: Bus 0l.Port 1: Dev 1, Class=root hub, Driver=ehci-pci/2p, 480M

| Port 1: Dev 2, If 0, Class=hub, Driver=hub/6p, 480M
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4R A 45 5 B ) UHCI &7 USB1.1, EHCI &8 USB2.0, XHCI %7~ USB3.0. — /i USB1.1 £

KAEHIHZE N 12Mbps, USB2.0 fi K& i % Ay 480Mbps, USB3.0 fi KL fiid % 4 5Gbps.

W RS 23 L FF 2 Fh USB B ZibniE, 4RSS 88—~ USB2.0 %% )5, 7f USB2.0 (ehci-pci)

FREER R s — A USB %, IR USB ¥ 4% 37 fO 7 18 2 IE A )

(2) HHTUSB W &H 3.0, 2.0, 1.0, BAZ M FH#E, (H—L USB & MAMEIEAL:, Fll USB
Key —# 8 1.0 4%, 1% R A USB3.0 % 1k 5525 Li, #iTEIRSS#8 bois HL4E USB3.0

AR
TN e

(3) AT LiRERAE)E, EIIERAE], GRS P HEE. £ ovkJaf, KR USB B iT)E, W
Isusb iy & &E R GA BTG, Bl

root@ CVK:~# lsusb

Bus 001 Device 001: ID 1d6b:0002 Linux Foundation 2.0 root hub
Bus 005 Device 001: ID 1d6b:0001 Linux Foundation 1.1 root hub
Bus 004 Device 001: ID 1d6b:0001 Linux Foundation 1.1 root hub
Bus 003 Device 001: ID 1d6b:0001 Linux Foundation 1.1 root hub
Bus 002 Device 001: ID 1d6b:0001 Linux Foundation 1.1 root hub

Bus 006 Device 002: ID 03f0:7029 Hewlett-Packard
Bus 006 Device 001: ID 1d6b:0001 Linux Foundation 1.1 root hub

o WREA, Ui Ubuntu RGEA WA ENZ B, Linux R40ATLASCRETTIN 48 K2 4 USB 1%
%, USB & & A Gt i, 2R3 USB 4 1fi#| 1A PC LA 7% USB #4275 Al 1E
WigtT, WRATLLERIZAT, U] USB &AL 2 IEF . HELNIEHEE 2 CAS R4
I 2 I 55 A A e 2% USB B4
a. IR BN BTN PC — RS, #fi b USB &I E RGN &5 A LA
o A AFLLRG, Ui RS s AR 1% USB.

A AT LR, IR 8 3 10/, 2 SCRF i USB W& Y .

b. MR& &N 2R 54 Centos R%t, #fi | USB B& R /2 75 A LA .
o HAFLLG, Uil Centos REGA G HU/LXIZ &M CFE. UIS &HT Centos R4,
BT LA A SRR 1Z USB 4o

e WHFA, UiH Centos R4 CINAEZ WA, 4R T DB .

(4)  H virsh nodedev-list usb_device £ E # USB W &1k 4 A FK, 150

root@ CVK:~# virsh nodedev-list usb device

usb 2 1 5 -

usb_usbl

usb:ust

usb usb3
usb usb4

BT usb WA 4N usb 2 1 5;
(5)  H virsh nodedev-dumpxml xxx & F# 15 USB %4 1) XML{E &, (xxx yH] virsh nodedev-list
usb_device F Z|[FH 14 usb Hi% 4%, W BRI usb_2 1 5) , fi:

root@CVK:~# virsh nodedev-dumpxml usb 2 1 5

(@]

<device>
<name>usb 2 1 5</name>
<path>/sys/devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-1.5</path>

<parent>usb 2 1</parent>

97



<driver>
<name>usb</name>
</driver>
<capability type='usb device'>
<bus>2</bus>
<device>70</device>
<product id='0x6545'>DataTraveler G2 </product>
<vendor 1d='0x0930'>Kingston</vendor>
</capability>
</device>
1% bus ID. device ID. product ID. vendor ID &5 1E%, AEANSHIEN. WHRXEEH TR
1E%, {Hi2E web THIL R AT USB 4, 1HHER UIS TR AN 7.

6.14.2 USBIREMEBENG, ENABEICREEERTHRANIIZRE, H—WH
KA, & LERERENS.

1. BRI

8 USB & NakA LG, RIS ey, AR USB %%, EiE#HY USB ¥
H—NVHRA ., 55 B BIHHE USB W& WoR A S,

2. [a)@R 54T

(1) USB T BedcAT NS, USB Beasdie —Msflulil. M/ T, ATt USB & H
FAREI IR 5545 W EL ) USB 4l Lo RS &H 2R USB il AT N A5 1) USB
FEIX N ATAE o ATH Isush —t £ 7 USB B 4 O A8 2 75 1EWf . 1

root@cvk-163:~# lsusb -t

/: Bus 04.Port 1: Dev 1, Class=root hub, Driver=xhci hcd/6p, 5000M

/: Bus 03.Port 1: Dev 1, Class=root hub, Driver=xhci hcd/15p, 480M

/: Bus 02.Port 1: Dev 1, Class=root hub, Driver=ehci-pci/2p, 480M
| Port 1: Dev 2, If 0, Class=hub, Driver=hub/8p, 480M

/: Bus 0l.Port 1: Dev 1, Class=root hub, Driver=ehci-pci/2p, 480M

| Port 1: Dev 2, If 0, Class=hub, Driver=hub/6p, 480M

UHCI#%7r USB1.1, EHCI 7~ USB2.0, XHCI 7~ USB3.0. — % USB1.1 i K AL Hid %4 12Mbps,

USB2.0 i kAL #iidi % A 480Mbps, USB3.0 fix KAL4ii# % N 5Gbps.

BIAR 55 2532 FE 2 Fh USB s Zibrife, AR 25U8IN—A USB2.0 %4 J5, £ USB2.0(ehci-pci)if) .

LG TRHIE—A USB 4, JUEEA USB £ 4 (1 1 R /2 1R A 1Y

o  USB ##&# /& USB Key. MN&EM, FfEM, XU B2 USB1.0 I, MRS % L HHE
USB3.0 fifli, #&IXAE bois it USB3.0 25H] .

o I CVK ML T A LLIEH IRAI %% USB 4%, i Fifi k. USB ¥4, H virsh nodedev-list
usb_device 1 & 13 A HT Y usb & 4%
o HEA, f% b 6.14.1 USB %] cvk ML LJE, EHLICIE IR RN B8 & inl EHEE 75724

.

o Hfi, HENHDEHLE,

o AL BHLINEZ AR, ERER) USB i 48 & 75 16, e 1% % USB 145, J& USB1.0,
USB2.0, i&/& USB3.0? 4L In USB 4B £ 1IE it USB 1l #% . —#M USB Key.
A JEAS AR R A USB1.0 #aiil 45
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BEhnEEt

I =HIEE I usB 1.ﬁ UsB2.0 UsB 30

=EEEER Ry [gi-rt

usb_usbG Linux 4 .1.0-generic uhci_hcd UHCI Host Controller
usb_6_1 HF Virtual Keyboard
usb_ush2 Linux 4.1.0-generic uhci_hcd UHCI Host Controller
usb_usb3 Linux 4 1_0-generic uhci_hcd UHCI Host Controller

(2) HIERBWNA M, RBRA R R G RILAC . 55 Ua PRIRSN 2 IERRIN, AT 2
WL b2 A R Gl 0z R a2 7 IR, BB AR USB ¥est) RI¥ ). tBATFE vmawre 1 &
IV [FIRE R RENL, 2 L IbBRAINE USB 457 HENL A B2 75 7T o il DR IR B2 IE W AR DL T
RENLN B Z R b R A IR, k8T D PR
(3) H virsh nodedev-dumpxml xxx &5 #1 USB &1 XML 15 8. (xxx A virsh nodedev-list
usb_device & R {11 usb (¥ , Fln:
root@ CVK:~# virsh nodedev-list usb_device
usb 2 1 5
usb usbl
usb usb2
usb usb3
usb usb4
B usb WALFLN: usb 2 1 5;
root@CVK:~# virsh nodedev-dumpxml usb 2 1 5
<device>
<name>usb 2 1 5</name>
<path>/sys/devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-1.5</path>
<parent>usb 2 1</parent>
<driver>
<name>usb</name>
</driver>
<capability type='usb device'>
<bus>2</bus>
<device>70</device>
<product id='0x6545'>DataTraveler G2 </product>
<vendor 1d='0x0930'>Kingston</vendor>
</capability>

</device>
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8 usb /NI ENLE, FH virsh nodedev-dumpxml xxx #& #14 USB %4 ) XML {5 5.,
W %¢ device id. productid. vendor id X} I{E & 5 H 24k . #7 deviceid. productid. vendor id X}
REPEAE R NG LG A2 . &V REAE RSS20 USB AN e 33, #EfRIUE USB ¥4 1] H
PIEOLT, FZIRSS SN AL F e R, Mg m T LUER /1% USB %4, RAN
HHERGHMRM. Fid USB &2 I, MUGEREER RIS . ARG SR ENL RS
Ja, WTLAIER A USB 4, EBCR UIS FF R A .

6.14.3 USB3.0 {#F o)

USB3.0 1545, 4A LN IN USB B &I 7E web FTi Lk B4% 95 v USB3.0, Jn#k o fEEHL A

HERASBH N 5%, ATRER A

(1)  EHLAEERD> USB3.0 3k3), W AabHid L 54t Windows Server 2008 R2 Enterprise, %5
BLAINUSB3.0 a4k, MEHLASICIE RN A A B, fe 2 € {72 BT Windows Server 2008
R2 Enterprise R4t ¥4 H# USB3.0 35 . USB3.0 s LLESH FITML, #B5& HHERAE R 4t
B H A RS, TR T .

R USB3.0 AT LATE ¥ % B BE 28 W B B W R £0AE P TR N 25

4 § EBERSTEEEE
¥ Intel{R) 82371SE PCI to USB Universal Host Controller
Intel(R) 828010DB/DBM USE 2.0 Enhanced Host Controller - 24CD
MEC USE Hub
Renesas USE 3.0 B[ BXHF=H8E - 0100 (Microsoft)
USE Root Hub

(2) USB3.0 % & FIARS 2 (U2, 8 USB3.0 &4 FI%E A UIS MRS % L5, ssh &%,
i Isusb —t iy & 25 F A B B4

6.14.4 USB %% & 1% & F o)/

USB # 8 #3523 A UIS KRS 2% L5, ssh & a5k, H Isusb —t fir & & E 2 754 Hril usb

W, BRI B B, S E AN 12Mbps, TE45 FEALAR N USB #4538 USB1.0 4% i 2%

# %A 480Mbps, {EZREHLEIN USB ¥ 4% i i % USB2.0 #2185

B A PR R ) A

(1) USBZ#H 0%, WEIZEA UISHRS LG, ssh&umE sk, H Isusb -t A& HE, AL
BEHS, (ARG EIG, RN ETIEE 2O 08 R4, ERILA 2%
USB #% 5 L IK3) J5 , V3 TCIEAE AL A 05 BTG B R4, s 28 A2 TELS AL I USB
WA, EREMIEHI A USB2.0 A A ULHL FEH), Bk USBL.0 #5285, MEMLAHAT LA
BEGHIEE &S T .

(2)  VUAS USB #% 83 H 42— 43 R U AN A3 ML, 55— [ I 3 21— /N UIS IRkS52% |, ssh
i 6k, FH Isusb —t fr 22, AREFIN A 2PN HE & . R ENHER, A ReES—1,
A EER BINAS, ARTREE B =4 436 EAREIR A USB 2 11, syslog A 1T HEFTEI:
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Jun 1 11:25:49 dycvmdl kernel: ;63112. 487196] ush 1-1.5: new full-speed USE device number 26 using ehci-pecl
Jun 1 11:26:49 dyevm0l kernel: [63112.559148] usb 1-1.5: device descriptor read/64, error -32

Jun 1 11:25:49 dvevm0l kernel: [63112. 735043] ush 1-1.5: device descriptor read/6d, error -32

Jun 1 11:25:49 dyevm0l kernel: [6311Z, 910955] ush 1-1.5: new full-speed USE device number 27 using ehci-pei
Jun 1 11:25:49 dyevm0l kernel: [6311Z2. 982912] usk 1-1. 5 device descriptor read/6d, error -32

Jun 1 11:25:49 dyevm0l kernel: [63113.158804] ushb 1-1.5: device descriptor read/6d4, error -32

Jun 1 11:25:49 dyovm0l srmpd[5103]: Commection from UDP: [10.166. 6. 162]:53810->[10. 166. 6. 7]

Jun 1 11:25:49 dyevmDl kernel: (63113, 334712] ush 1-1.5: new full-speed USE device number 2B using ehci-pei
Jurn 1 11:25:50 dyevmDl kernel: (63113, T42336] ushb 1-1.5: device not accepting address 28, error -32

Jun 1 11:25:50 dyevm0l kernel: [63113.814462] usk 1-1.5: new full-speed USE device mumber 29 using ehci-—pei
Jun 1 11:25:50 dyevm0l kernel: [63114. 222102] usk 1-1.5: device not accepting address 29, error -32

Jun 1 11:25:50 dycvmdl kernel: [63114. 222220] hub 1-1:1.0: unable to enumerate USE device on port

HIX A H G USB WA TE S RS S8 S ML Ze P A e L, A 2R 5% 2 e 5 R
RAMERITT A, BRI IRSS B AN HA, BT HP FlexServer R390 fik554%, #i R590
Wi g5 Je, AT RLIE 5 TR0 HE S 1 00N

6.15 HEEIRF
6.15.1 MM

EQ705 # EQ706 i AS [ £ A B A 202 ofq /30 (E0707 fiiAs), iz/%%fc? ssd PEREIR 2, M H.

OCFS2 =71 10 MR IR 2, A S EEERERE 2, 5l R BIINIERE 2, T 2K deadline
B

(1) AABH

[root@cvknodel ~]# cat /proc/cmdline

BOOT IMAGE=/boot/vmlinuz-4.14.0-generic root=UUID=da5leb22-6c64-4b3b-af57-960al117823c4 ro
biosdevname=0 rhgb elevator=deadline transparent hugepage=always net.ifnames=0
crashkernel=256M quiet

&5 grub Fit & -

python /opt/bin/util kernel cmdline.pyc -s elevator=deadline transparent hugepage=always
net.ifnames=0 crashkernel=256M

I SRA HAMASME grub B B th i Z A AR & IS4

(2) LB

ﬂ%a&:Sd ﬁ%%ﬁ:

for 1 in “1ls /sys/block/sd*/queue/scheduler’; do echo "deadline" > ${i};done
ﬂ%ﬂ&ldrn ﬁ%%ﬁ:

for i in '1ls /sys/block/dm*/queue/scheduler'; do echo "deadline" > ${i};done

IRAMEET 3T B A ENUAREAE R, AELAE ST s TN B % 2 R I RERINE cfq
Jie

6.15.2 MEEMIL

1. A% 10 AR
FEREAUBUE SUB N UL Z TIREAZ 2 10 5B 40h “w .
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= s Q HEsk HIERSEE

ExEE
ETER
03
E=)
=
==
=3
HE
CAStools
CAStools FEZ
SIEEATE
ERRTAET
#hle
VNCiRD
BRVNCHE
BRieS
FirgEst

EBEERIHL — zmf_ubuntu

zmf_ubuntu &

= BE
cvknoded [10.125.
EniET @ cru
L?ITUXA & nE
CASEEFLRER
180.00GB = ms
(k=5

S R
2018-07-30 14:27:1

O FE
VNG
5002 D =
=
=
=EA
*==A =

Ex

}

aSHEE EEHs D iIshs

EEMITETRESERS | (EMEWAE. VOMSR. CASolsERE | MASEEll s,

BEERP
EEsE
HEES
CAStoolsEEIFHR

- EREE

£ &5

=
=

=
&

EHAE R v
Otsg & -
AR P ~
TR TR MBS
CAStools3=5 VirtioF2 [ - @
e =

2. % CPU T{E#ER”
TERERNIME SUERH/CPUI T HIE 2 CPU TAERLACA “ B,

EWAL / cvk
EXEEHIHL — zmf_ubuntu x
® B&

= M=
ExEl

ERER

R

HE
==
[z
2
CAStools
CAStools i§
BlEaE
ERETE

LT

EEHHATETHESERS | SHCPURE (W =ESCPURRIMISLITIRERS: | IBIMCPUBBRER

= BE
E=EEEL) . CPUTHER., $=WECPU, CPUSFRER | WlEEElil A3,
& cPu
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bri=e=

IR

[=i=2
E=t
BfriEE Idevidisk/by-path
IPHEHE 127.0.01
BirEE
Target” ign.2018-01.comh3c.onest.. ¥ Q
1Pt
Target
s || =2

ISCSIFETFE

test

test

Idev/disk/by-path
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e || s || s ||
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imEE BHE
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el =E(raw)
EFAT EiEES(directsync)
FEES Jdevidiskiby-pathfip-127.0.0.1:3260-iscsi-ign. 2. ..
TiEREst
—ER e
o]

4. RPN R TR E SR

(1) BEXT B AR L S AT (0 RO, PT DAIE o U R Rl A G B 7 N R PR R, 7E 6 A A,
R E T AR “IEIREE” .

ML SRS 4

B s

@ oo hid .
[ — i 1 X
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BB, — SRR, 1 X

= m= ESHLTETSEEERS , SXATRER . SABRSIIAEEY | BSNEERTAMEATER
A
= CcPU
EHAE 12633 GB
& mis SASE 64 GB =
HEHN 4 G v @
S ms 72 0 :
FR%l GB
© me rERLE

(3) HEZIH%E, FFMEE—6 CVKES, PUTW .

ceph tell osd.* injectargs --debug osd=1/1

ceph tell osd.* injectargs --debug ms=0/0

ceph tell osd.* injectargs --debug bluestore=1/1
ceph tell osd.* injectargs --debug bluefs=1/1
ceph tell osd.* injectargs --debug rocksdb=1/1
ceph tell osd.* injectargs --debug bdev=1/1

(4) 10 Size %

GRPTA ovk G 6, BTE 1 A EPAT I N4, ZIREBICEH T/ 0, sl E, X T e
BEXAK,

cd /proc/sys/dev/flashcache; for i in "1s’; do cd ${i}; echo 16 > skip seqg thresh kb; cd ..;
done //16 RARX KT ZAEM io, Bhid flashcache

(5) EIAKEN

ST TE | HEERER

+ diskpool_hdd ;
I hnEE x
defaultDataPool B=
&l

componentDataPool

ShEdE | ST RR0ESTRIEN T ED. FETSRNET | RarrlE

SRR,
HHEDER" test
FrRESEn diskpool_hdd v
AR LS

|

[EHK’N&

i R A ST DOES R SEPERE A H
i BE R R A AR S il B T, AR, A REB ORI R T AT R
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(6) Window 5 [X ¥
TER NG NGRS, BT SRR, 1AL “ AT PRadirg 0L
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\ FAFF) EfEa)  EEF(M #ENH)
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. HEETE FETEOE | e ISR RS .
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S 8 EESEEET R S BT LISE.
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¥ Windows Server Bach O FRIEHEETE0)
T EaEE @) & F RS R R T (O):
BEINTAEEE
i ES(F): NTFS ~
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o9 = ST RSk P
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6.16 HIERZREMIIZE

=
A =

o L UARAEEE G Linux A= Windows 14 £ &2 id42, HR R LT AF #17,

o BREABME, HAERRARTERAGAIE, FRLE EF YT ENF.

o WMAFRAEATLARBKEIGS L, bR =E, LEKAISORMXIABEL, NEE
FIERE WG RRE L T AT 5B K F A=40#: tbde Diskgenius, diskrec ¥ . & &0F% &
Lo ' F R DI NE & LRI R S

6.16.1 1S AIHIER

1. RGHAENED

XF TR RGNS, HEFF PR EAT RBL &y, DA — B R R, AT RLSE 2 e R 5 K
F PR RRE L, 7T LUR A dd B TH, RS S 450

PRGN, "R ERNSAR &40, clone 2 51 AMEAF#IE .

B AR W B P CE A7 A I St R, DABTE B R AME L

2. EFIFRT N ISO RSt

Linux &%, #E:5-1F—/> CentOS B, Ubuntu [ 1ISO 2235 4%, LUEX T Linux R4t H % T8 B b5 .
Windows RS HEFE RN RGAH R ARA 1ISO S0, B4 .
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==
A =

o EHERAfRLAE WA ISO, KA RAwdreyin A ISO ST H#HAS
o AWBEIAZF K, EEISO F LR AWM KT RFHOTER, KimFHEELRK,

6.16.2 Linux A RZRIEE LIRS

1. AFFEE R Ry LK, HEEBIREST, ERRR

CAS MU T 4 A2 A RENLEE B 1SO FRADEIK, “MEEUEMAL” A ks iy, it
e MOLIKG]

2. BEh& %, fERinLEHTERIES;

HESMEIRSE, 7£ CAS Ji FRFIIX & BN I ovk ) ip A FRANR BRI vie )% 1, 381 pe
I 22 & ) vne client 3£ 8z ;77K H] tight VNC 45 PC Sii& % .

==
A b =

TEFERRARNIEH Q=R E, RANRpHEE, BIEILKE, AITREEMNEFZXNEEGE GF
Ae AT FF AT R 89 |

3. 71542 @\ _E centos i%#% Trouble Shoot

_lojx
I'IlEE |f§mmrmu|| = N

Cent03 7

Install CentOS 7
Test this media & install Cent0S 7

Troubleshooting
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4. i%£3#% Rescue a CentOS System

& & =2 R o Al =

Troubleshoot ing
Install CentOS 7 in basic graphics mode
Rescue a CentOS system

Run a memory test

Boot from local drive

Return to main menu

If the system will not boot, this lets you access files
and edit config files to try to get it booting again.

5. 1% 3, #A\ shell 9%

@ | & | a9 g ot A L=
[Starting installer, one moment...
naconda Z1.48.2Z2.134-1 for Cent0S 7 started.
installation log files are stored in ~tmp during the installatiom
shell is available on TTYZ
if the graphical installation interface fails to start, try again with the
inst.text bootoption to start text installation
when reporting a bug add logs from ~tmp as separate textrsplain attachments

he rescue environment will now attempt to find your Linux installation and
ount it under the directory : smmtssysimage. You can then make any changes
required to your system. Choose '1l' to proceed with this step.

'ou can choose to mount your file systems read-only instead of read-write by

hoosing '2".
If for some reason this process does not work choose '3' to skip directly to a

1) Continue

Z) Read-only mount
3) Skip to shell
4] Quit (Reboot)

[Please make a selection from the above:
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W KA 7 IHMA K] Centos ISO, 1] LLZEFEXT R “Skip” #%4, # A F| shell #4ifi. [HiK Centos
A “Continue”. “Read- only”. “Skip” Fi “Advanced”.

1=

@& |ep o an B || O

| Rescue |

The rescue environment will now attempt to find »
your Linux installation and mount it under the =
directory +mmtrssysimage. You can then make any
changes reguired to your system. If you want

to proceed with this step choose ’Continue’.

You can also choose to mount your file systems
read-only instead of read-write by choosing
"Read-Only”. If you meed to activate SAN

devices choose ’Advanced’.

If for some reason this process fails you can

choose “Skip’ and this step will be skipped and
you will go directly to a command shell.

{Tab>s<Alt-Tab> between elements i <8pace> selects i <F12> next screen

WA Ubuntu I1ISO #1765, NiEE “Execute a shell in the installer environment”,

Rescue mode

[11] Enter rescue mode |

Enter a device uvou wish to use as your root file sustem. You will be able to choose among
various rescue operations to perform on this file sustem.

If you choose not to use & root file system, you will be given a reduced choice of
operations that can he performed without one. This may be useful if you need to correct a
partitioning problem.

Device to use as root file system:
sdev/centosshome

/dev/centos/root
Jdevsocentossswap

sdevsdm-0
Sdevsdm-1
Sdevsdm-2
sdevsvdal
Assemble

<Go Back:
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GEQENU (centostesta) -0 x|
.@IEEI EEX A

[11] Enter rescue mode

REsCcUe operations

sh
Choose a different root file system
Reboot the system

<Go Back>

s buttons

e
ZXEE

e A3 Ubuntu1804 ISO 4 E A% X & A Bikdo#k xfs 8948 % T E; R 7 xfs #4914 £ K A centos &9
AR AT
o ISOWEBEFITEL, R A ALISO,

6. XA INSsEBREFEHIv
wrE, &l 34 v, swap i LA HEE; XTI vg 4 FR A2 centos.

-4.14 lus
UG L3ize Pool Origin Datax Metax Move Log CpyxSync Conv

centos

centos

centos

KH v i 2 Pam ot B v, A AT

lvchange -a y centos/home

lvchange -a y centos/root

KA TX R v _ERSCPE R SE, ARSI R 407 EER AN A IE R a2t 4T

blkid /dev/centos/home
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bash-4.1# luvchange -a y centos-home
bash-4.1# lvchange -a y centos-root
bash-4.1# blkid -sdevscentos-home

sdevscentosshome: UUID="45b5a791-4e45-4d61-bf41-188eadelfdcS” TYPE="xfs"
bash-4.1# hlkid sdevs/centos/root

sdevscentossroot: UUID="dd4e68fc-ehB7-4b56-abBb6f -aa5b?d389343" TYPE="xfs"

==
szi& =

o TRIMEERLE v TR, A MAE centos, A2 VolGroup01 %, & BARIE 5 FR6 ik
P 22 AT A 38 09 45 An ) i

o WwRALLAMLME Ivm, NT KA blkid B0 xR 9B AN K a9 LR %, &R R
/devisdaX #5 X E 4+ & 4 Br T,

7. 3+ F xfs B8
xfs repair /dev/centos/lv_root

WMRGAEHERSR, BERM, HEHERRTIRN .

8. Ext4 B8 &

fsck /dev/datavg/lv_data

HEIE AT AR BRI yes, TERIARITT; HE U RE B RSB

9. KHIEHAM: $iTaHZ init 0

10. R GHETE iso KIRENRL, ELUARRMNBERESIFINF, EFBNESL;
11. BHh&ES%, RERGHISEEIES

6.16.3 Windows BY{& S AEFN 12
1. $HI2TR

K7 ri—6 Windows 2008 JEfUNLIE CAS Ttz ja, RalEMNLIERRERGHEBE, ®He
R—EHRENEm; EFEw 80— B R 5.
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windows it -4

Enter=i§£§

2. BELE

(1) KREAEES F 4 — & IEH 1) Windows R -

W SRAE SR RO RN, AT i RS SOHLI RSB BAR AR R B 54— & IEH Y Windows R
PLE, {1 windows H 5 IRRERLRS 2 T B TR B S R REALAE 1% o B & coms UL/ G2 0L T $h A T
“MBRBELE” HRAE, K 1] R R MER

{EBUEIIL — 2008 _test_ 003 X
= mE EEHIATEAREEERE | B (ISR it s Ay BNEHIISEES | Vinosas
ErEERREEsl) . BIIOES (ZE) | FHI0PS (25) B, #AE=silats.
& cpru
B
& me FEE
@ S\ BB SR TR Vi)
8 ms } FhETE HAERLIP10.125 36,131
e
Tk
= EE=
O 3% BLERIFRE | 365%
»EEIEE
e

i

(2) FEIEHWREMNLLE, AR 773 dni R R S
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(EE#J#, — 2008 _test 002

e
EEFE
& cpu
P— =
LR mawn — - N
ZHER
= EC FiEE
S #s EE 0.00MB
pratyitc Q
EFAT EEES (directsyne)
@ R ESR 0.00MB
» RS
0 K
@ 5~
e
RiF | 15 10:20

(3) EFFHBEANIE . IR RGN R A B AL RS

defauitPool_ssd

e - VM_2008_test_ 002 200.00GB qeow2 2008_test_ 002
VM_2008_test_ 003 200.00G8 qeow2
aZcedT4a-c606-493e-bf15-4302d5877 40.00GB qcow?2 cfd-5
ae150000-cb17-4230-bfG7-0392178609...  40.00GB qeowz cf3-2
C0ef76d2-2535-467e-95¢T-eTeDfef4beit 40.00GB qcow2 of3-7
Cd7e9cas-da15-4589-2290-008be3d48. .  40.00GB qcow2 cf3-6
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iSCSI EEErE
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B s . 3T WIN-ISBAKBTEDPS ODEC #EET(64 1)
§ = z 88 -
1 FRSS W WIN-IS24KETEDPS Windows PowerShell
i FrEEEE Tres WORKGROUP Windows Powershell (x86)
R e b Windows PowerShell ISE
Windows PowerShell ISE (x86)
A e AT Windows Server Backup
ws B A Window:
i;;g];s sk %gmn 52?}3 Windows MTFiSET
EREE B2 EmEm| | EEEEES
NIC & B2E HE e 5
Lo £ DHCP 5373 1Pv4 ittt , IPv6 E/8HE =& ID B
ERES Windows [1KE
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EHES
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(4) CREERNUG, FRmEhastiiR, i Gl X,
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b (D EEHEIES < (F) BE OEE N HEET (EHE 99.66 GB 9078 ¢ -
T eastools () B2 BE (DFS  RERT (THE) 121MB O MB BERfF >
e SEGREE  @E EE NS RERT (S B S5 350 MB 302 MI
pes EAEE F) B2 BE NI HEET E9 85 350 ME 302 MI
b Wb Windows Server Back
= maEE
b 5 BENVSES
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o@Eo I
E==3 RRRE ©
100.00 GB 350 MB NTFS 99.66 GB NTFS
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T deastools () R EF (DS HEET (ZHE) 121MB OMB EEAf '
b 5 HEw SEGRES EE EE NS BEEY (54 5N =55 350MB 302 MI
b A CoRERE € [ Microsoft Windows 350 MB 302 M
b () HEE
& aEaEs e EIRFHES ABHRE (F) 152
=N wasEs MR TS, MEEEE
bt Windows Server Back SRS A AE e T SR a BT
= EEEE WAlEESTULEIE,
b . BEANEEE
HiEFHER(ER)
o T gt e o
< RaAS. >
e
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R -1 wsm | (B r
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100.00 GB
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== EHRE
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WATIESE 2 N X, BT AME R AL .

116



EEE
> TS () Bt ES
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T EEEITKEEE,
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> Eﬁzzaﬁ%
THEEE | ATLigHEERERSE. WERTEES | (FaLI=EETHEETE
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I = [

==
A pE =

o BAFEARAEAL A, FR A ERR A L ISO # 47,

o HEERMMMIRIE, T qeow2 XKL, F 6 RMILEFLERER, §FEAME—60HEER
XF, BHLFI—SEMM, #HIT714 L W RAW # X/ 5B B E 6946 XB018 4R 77 X
B9 A% =T VA B) B 45 55 ST 64 % A,

(5) BEJEMRGINFEMREE R, WFEEHE SO HATIEE . BABE G WRLE N =] [ RS UL,
JR BN I BB RN 5 R, B 7y b FiE DL $ 7 bootmgr E k.

R 5 T R A O T BREKE o AR Ut 5] R 6 25 0 -

1. #iA windows BENFFE
 BEBERE, MEmnp e L.

3. EEHER TR,

wWindows =2 =h4s

Windows kfE/E =,

MRBHFHNE, s B RGTE AR HYBEREER, LIRS WY,

R#E&: 0xc000000e

H8: SISRITRM. BATEGREFRTHE.
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GR is missing
Ctrl+Aalt+Del to restart

(6) XN FER RGOLAEHEIDEIHAITEE bootmgr, T EBRGH T R AMIGH T T
Windows2008 %% ->18 8 i+ > ST i H o

|8 zaxnnn !
EREETA
FWEFRIR: ¥indows Server 2008 R2[(0:) EHBHZ]
L ERMENE
A SEEEORIESRREEHN

T BTSRRI
=
RSB0

#e | @S |

(7) AT a2 R bootmgr, E2E 55 IR 51 %5 50
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otrec Afixhoot

otrec AFixnby

==
A TE

o EMMLYFEIF IDE #, R HEKESER AN ISO,

o HADHFMEERALRAREIR, ol F 8 MR AL 0B ANEIR, THELE— G4
Windows & %, @t A\di4PTE B RT W3R, FAmXagstt AL X M R dde (B BAr, &
AR BH); BREZRBH A%, TOARELIRG L 4E 8, #7480 209 Al %,

W H A4
7.1 VISEA®S
7.1.1 HA¥Hx%H2

H3C UIS /] T H3C E#f HATifE, R Adhiz HA FHIm 2.
WA AR RE— KAt CVK EMLiztr, HAtayr2357E UIS Manager EHLIEAT -

1. 3REX HA #I2 EIRRIERETIR
cha cluster-list
24451

root@UIS-UISManager:~# cha cluster-list

HA database info:
Cluster list:
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cluster:1, name:Cluster

HA memory info:
Cluster list:
cluster ID: 1

2. B ENERIRTER:
A AR E SRR TR LA BB B

cha cluster-status cluster-id

25451

root@UIS-UISManager:~# cha cluster-status 1

HA database info:

Cluster 1 information:
Is HA enabled: 1
Cluster priority: 1
2 nodes configured
6 VM configured

host and vm list:
Host:UIS-CVKO01l, vm:windows2008
Host:UIS-CVK02, vm:win2008
Host:UIS-CVK02, wvm:rhce-lab
Host:UIS-CVK02, wvm:Linux-RedHat5.9
Host:UIS-CVK02, wvm:fundationl
Host:UIS-CVK02, vm:win7

HA memory info:

Cluster 1, Least host number (MIN HOST NUM) is 1.

3. BRERPRIENIIR:
AR E SRR IR LA E LS .

cha node-1list cluster-id
25451

root@UIS-UISManager:~# cha node-list 1

HA database info:
In cluster 1, node list
host: UIS-CVKO1l, in cluster: 1, IP: 192.168.11.1
host: UIS-CVK02, in cluster: 1, IP: 192.168.11.2

HA memory info:

Cluster 1, Least host number (PermitNum) is 1. hosts list:
host: UIS-CVKO2 1ID: 4
host: UIS-CVKOl 1ID: 3

Total host num in this cluster is: 2
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4. EREHPREINNESR:
cha node-status host-name
245
root@UIS-UISManager:~# cha node-status UIS-CVKO1l
HA database info:
Node UIS-CVKO1
in cluster: 1
ip address: 192.168.11.1

VM count: 1

HA memory info:
Host: UIS-CVKO1l, ID: 3, IP address: 192.168.11.1
status: CONNECT
heart beat num: 101
storage total num: 1
storage fail num: 0
heartbeat fail num: 0
recv packet: 1
host model (maintain): O
time statmp: Fri Jan 30 15:34:04 2015
Storage info:
storage name:sharefile path:/vms/sharefile
storage status:STORAGE NORMAL
time stamp:0
update flag:0
last send flag:0

fail num:0

5. FTENEA EHLAHY EHLIL -
cha vm-1list host-name
ESUF

root@UIS-CVKO3:~# cha vm-list UIS-CVKO1l

HA database info:
1 vms in host UIS-CVKO1l

vm: windows2008 ID: 11 HA-managed: 1 Target-role: 1
6. BRERTHIEMIIER
cha vm-status vm-name
2451

root@UIS-CVKO3:~# cha vm-status windows2008
HA database info:
vm ID: 11 name: windows2008

at node ID: 3

target-role: 1

is-managed: 1
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7.1.2

prority: 1
storage name: sharefile

storage psth: /vms/sharefile
7. REBELRA:
cha set-loglevel module level
ZHY:
cmd|UIS managerd: & & cmd #FEE# UIS Manager #E 2 1) H & 900«
level: H&E 25, debuglinfo|trace|warning|error|fatal .
25451
root@UIS-UIS Manager:~# cha set-loglevel info
8. % E CVK L HELH:

cha -k set-loglevel level

S
level: H& 25, debuglinfoltrace|lwarning|error|fatal.
24451«

root@UIS-CVKOl:/vms/sharefile# cha -k set-loglevel debug
Set cvk log level success.

root@UIS-CVKO1l:/vms/sharefile#
vSwitch x4

H3C UIS .4 1 vSwitch #ibt, #n1 N A4 vSwitch i [ 3 ARy 4 .
1. B8F OVS AL A =S

root@hz-cvknode2:~# ovs-vsctl -V
ovs-vsctl (Open vSwitch) 2.9.1
DB Schema 7.15.1

2. BERERIEHEXHRRRS
1E CVK EHLH$H47“ps aux | grep ovs "4, HH“ovs_workq "3EFE N ovs %26 FE , “ovsdb-server”
Al “ovs-vswitchd” MRS A WA, H— NI, 55—l %,

root@UIS-CVKOl:~# ps aux | grep ovs

root 2207 0.0 0.0 0 0 2 S Dec07 0:00 [ovs workq]

root 3411 0.0 0.0 23228 772 2 Ss Dec07 6:44 ovsdb-server: monitoring
pid 3412 (healthy)

root 3412 0.0 0.0 23888 2656 2 S Dec07 6:15 /usr/sbin/ovsdb-server

/etc/openvswitch/conf.db --verbose=ANY:console:emer --verbose=ANY:syslog:err
--log-file=/var/log/openvswitch/ovsdb-server.log --detach --no-chdir --pidfile --monitor
--remote punix:/var/run/openvswitch/db.sock --remote

db:0Open vSwitch,Open vSwitch,manager options --remote ptcp:6632
--private-key=db:0Open vSwitch, SSL,private key

--certificate=db:0Open vSwitch,SSL,certificate
—--bootstrap-ca-cert=db:0pen_vSwitch,SSL,ca_cert

root 3421 0.0 0.0 23972 804 2 S8 Dec07 7:23 ovs-vswitchd: monitoring
pid 3422 (healthy)
root 3422 0.4 0.0 1721128 9364 2 Sl Dec07 55:24 /usr/sbin/ovs-vswitchd

—--verbose=ANY:console:emer --verbose=ANY:syslog:err
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--log-file=/var/log/openvswitch/ovs-vswitchd.log --detach --no-chdir --pidfile --monitor

unix:/var/run/openvswitch/db. sock

root 23503 0.0 0.0 8112 936 pts/10 S+ 10:43 0:00 grep --color=auto ovs
3. ER MR

root@UIS-CVKOl:~# service openvswitch-switch restart

4. SRR3R

root@UIS-CVKOl:~# ovs-vsctl add-br vswitch-app

READSSHAIEINTE B, AE UIS T HBr i EALR, W LA SIE 0 R 10 A2 8L 5 B

v
o=t

G

[T

b—
L

=HiE

BREEEES

= HEE
, ZJ-UIS-001
, ZJ-UIS-002
L, ZJUIS-003 =HE QHERS T 0 Eiial, S &=
| ZJ-UIS-004
,a185

& ZJ-UIS-005

ERETES

EEE  VIANID
& ZJ-UIS-006

s Cvk191

vswitch-app =R VEB AiEE]

5. MIBR EEHA3Z 44/
root@UIS-CVKOl:~# ovs-vsctl del-br vswitch-app

G & F LIRS HNLE, UIS 5l & Toik R

6. N AZIRHAR IR O

root@UIS-CVKO1:~# ovs-vsctl add-port vswitch-app eth2
7. REAUNSZ AL PR % O

root@UIS-CVKOl:~# ovs-vsctl del-port vswitch-app eth2

J& 6 F TR ER AL DG, UIS jT & TR,
8. BEHEEMZMIAMIFEOEE
Hodr vswitchO AN ES T (X FR Local 1), ethO NREL, vnetO AL .

root@UIS-CVKOl:~# ovs-vsctl show
ba390c40-8826-4a7a-8el17-£8834dab6eb3
Bridge "vswitchO"
Port "ethO"
Interface "ethO"
Port "vswitchO"
Interface "vswitchO"
type: internal
Port "vnetQO"
Interface "vnetO"

root@UIS-CVKO1:~#
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9. BEREMZBRIEERR

root@UIS-CVKOl:~# ovs-vsctl list br vswitchO

_uuid

br mode
controller
datapath id
datapath type

drop_unknown uniUISt:

external ids
fail mode
firewall port
flood vlans
flow tables
ipfix

mirrors

name

netflow

other config

ports

3500114d-5619-460e-ada7-d1b97£63c93c
[o0]
[1
"0000ac162d88c35c"
[1
{}
[1
[1
[1
{}
[1
[1
"vswitchO"
[1
{}

: [16a48463-f90b-42fe-9al2-ceacfd256235, 5495812e-29e0-4364-a89f-b54ea52dd344,

dec98186-2c83-447d-9215-28£99750a410]

protocols
sflow
status

stp enable

10. EBmORERER

[1]
[1]
{}

false

root@UIS-CVKOl:~# ovs-vsctl list port wvnetO

_uuid

TOS

bond downdelay
bond fake iface
bond mode

bond updelay
dynamic_acl enable
external ids
fake bridge
interfaces
lacp

lan _acl list
lan addr

mac

name

other config
gbg_mode

gos

Sitaitigities
status

tag

tcp_syn forbid

bcOble57-2d72-4fae-97b4-0bbcabdl7bal
routine
0
false
[]
0
false
{}
false

[5495133£f-7e81-4047-a0bd-734fae81£f6£3]

"vnetO"
{}

[4]

[]

{}

{}

[4]

false
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trunks ¢ [
vlan mode : [
vm_ip ¢ [
vm_mac : "Ocda411dad80"
wan _acl list N

g [[]
11. EFRmOAPSMRZESHOS

root@UIS-CVKO1l:~# ovs-appctl dpif/show

wan_addr

system@ovs-system: hit:10133796 missed:181938
flows: cur: 11, avg: 12, max: 23, life span:

hourly avg: add rate: 26.506/min, del rate:

79639399ms

26.462/min

daily avg: add rate: 24.205/min, del rate: 24.210/min

overall avg: add rate: 24.356/min, del rate:
vswitch0O: hit:6478229 missed:39021

eth0 1/5: (system)

vnetl 2/8: (system)

vswitchO 65534/6: (internal)

PL ethO 3 4%, 2 AFH P& IS, B openflow i 111455 5 AF N4

XERZ
12. EFEWZ YL MAC ER

root@UIS-CVKOl:~# ovs-appctl fdb/show vswitchO
port VLAN MAC Age

00:0f:e2:5a:6a:20 134

Oc:da:41:1d:3d:18 95

ac:16:2d:6£f:3f:4a
a0:d3:cl:f0:a6:ca
cd:ca:d9:d4:c2:ff
Oc:da:41:1d:6d:94
2c:76:8a:5d:df:a2
0c:da:41:1d:80:03

QR EE C

LOCAL
3

13. BREMZBIIEOBERR

root@UIS-CVKO2:~# ovs-appctl bond/show

o O O O O O o o
o N N N o o

---- vswitch-bond bond ----
bond mode: active-backup
bond-hash-basis: 0

updelay: 0 ms

downdelay: 0 ms

lacp_status: off
slave eth2: enabled
active slave

may enable: true

slave eth3: disabled

may enable: false
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14. EERPRZE

root@UIS-CVKOl:~# ovs-ofctl dump-flows vswitchO
NXST FLOW reply (xid=0x4):

cookie=0x0, duration=752218.541s, table=0, n packets=15106363, n bytes=3556156038,
idle age=0, hard age=65534, priority=0 actions=NORMAL

15. EEEE R BB AR R

root@UIS-CVKO1l:~# ovs-appctl dpif/dump-flows vswitchO

skb priority(0),in port(5),eth(src=74:25:8a:36:d8:9b,dst=ff:ff:ff:ff:ff:£ff),eth type (0x0
806),arp(sip=10.88.8.1/255.255.255.255,tip=10.88.8.206/255.255.255.255, op=1/0xff, sha=74:
25:8a:36:d8:9b/00:00:00:00:00:00, tha=00:00:00:00:00:00/00:00:00:00:00:00), packets:2,
bytes:120, used:3.018s, actions:6

skb priority(0),in port(5),eth(src=38:63:bb:b7:ed:6c,dst=01:00:5e:00:00:fc),eth type (0x0
800) ,ipv4 (src=10.88.8.140/0.0.0.0,dst=224.0.0.252/0.0.0.0,proto=17/0, tos=0/0,ttl=1/0,fra
g=no/0xff), packets:1, bytes:66, used:1.139s, actions:6

skb priority(0),in port(5),eth(src=c4:34:6b:6c:ef:a8,dst=ff:ff:ff:ff:ff:ff),eth type (0x0
800), ipv4 (src=10.88.8.200/0.0.0.0,dst=10.88.9.255/0.0.0.0,proto=17/0, tos=0/0, tt1=128/0, £
rag=no/0xff), packets:17, bytes:1564, used:3.370s, actions:6

skb priority(0),in port(5),eth(src=14:58:d0:b7:24:07,dst=ff:ff:ff:ff:ff:ff),eth type (0x0
800) ,ipv4 (src=10.88.8.229/0.0.0.0,dst=10.88.9.255/0.0.0.0,proto=17/0, tos=0/0,ttl=64/0,fr
ag=no/0xff), packets:6, bytes:692, used:0.771ls, actions:6

skb priority(0),in port(5),eth(src=14:58:d0:07:53:£6,dst=01:00:5e:7f:ff:fa),eth type (0x0
800) ,ipv4 (src=10.88.8.146/0.0.0.0,dst=239.255.255.250/0.0.0.0,proto=17/0, tos=0/0,ttl=1/0
, frag=no/0xff), packets:1, bytes:175, used:0.739s, actions:6

16. ERBAZRRER

root@UIS-CVKOl:~# ovs-dpctl dump-flows

skb priority(0),in port(4),eth(src=c4:34:6b:6c:f5:ab,dst=ff:ff:ff:ff:ff:ff),eth type (0x0
800) ,ipv4 (src=10.88.8.159/0.0.0.0,dst=10.88.9.255/0.0.0.0,proto=17/0, tos=0/0,ttl=128/0,f
rag=no/0xff), packets:25, bytes:2300, used:0.080s, actions:3

skb priority(0),in port(5),eth(src=14:58:d0:07:53:£6,dst=33:33:00:01:00:02),eth type (0x8
6dd) , ipv6 (src=fe80::288d:70d6:36ce:60f3/::,dst=£ff02::1:2/::,1label=0/0,proto=17/0, tclass=
0/0,hlimit=1/0, frag=no/0xff), packets:0, bytes:0, used:never, actions:6

skb priority(0),in port(13),eth(src=0c:da:41:1d:80:03,dst=c4:ca:d9%:d4:c2:£ff),eth type (0x
0800) ,ipv4 (src=192.168.2.15/255.255.255.255,dst=192.168.2.121/0.0.0.0,proto=6/0,tos=0/0,
ttl=128/0, frag=no/0xff), packets:1, bytes:54, used:2.924s, actions:2

skb priority(0),in port(4),eth(src=c4:34:6b:68:90b:78,dst=33:33:00:00:00:02) ,eth type (0x8
6dd) , ipv6 (src=fe80::85b7:25a0:d116:907a/::,dst=f£f08::2/::,label=0/0,proto=17/0,tclass=0/
0,hlimit=128/0, frag=no/0xff), packets:0, bytes:0, used:never, actions:3

skb priority(0),in port(4),eth(src=5c:dd:70:00:39:3d,dst=ff:ff:ff:ff:ff:£ff),eth type (0x0
806) ,arp(sip=192.168.11.149/255.255.255.255,tip=192.168.11.150/255.255.255.255,0p=1/0xff
,sha=5c:dd:70:b0:39:3d/00:00:00:00:00:00, tha=00:00:00:00:00:00/00:00:00:00:00:00) ,
packets:1, bytes:60, used:0.264s, actions:3

17. imO4ME

A Linux ) tepdump fiy 4 SR RE A L B (13 1 B#EAT IR, W R Fs - tepdump fir & A9 VEA
SAALRAE[Linux 5 a7 &/ 4 H K A 2]

tcpdump -i vnetl -s 0 -w /tmp/test.pcap host 200.1.1.1 &
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7.1.3 iSCSI g% &4

H3C UIS it iSCSI H A KA IP SAN f7f 1 £, 24 iISCSI L= fF R B in) i, wf Ll
iISCSI AR dr & HEATHEE

1. %30 iscsi F7fi

iscsiadm -m discovery -t st -p ISCSI_TIP

25451

root@HZ-UISO1-CVKOl:~# iscsiadm -m discovery -t st -p 192.168.1.248:3260

192.168.1.248:3260,1 ign.1991-05.com.microsoft:c09599-cmh-target
root@HZ-UIS01-CVKOl:~#

2. BF iscsi RIITHE

iscsiadm -m node

2451«

root@HZ-UIS01-CVKOl:~# iscsiadm -m node

192.168.1.248:3260,1 ign.1991-05.com.microsoft:c09599-cmh-target

3. MRS iscsi ZIATIC R
iscsiadm -m node -o delete -T LUN NAME -p ISCSI IP
2541

# iscsiadm -m node -o delete -T ign.1991-05.com.microsoft:c09599-cmh-target -p

192.168.1.248:3260

4. B3R iscsi i

iscsiadm -m node -T LUN NAME -p ISCSI IP -1

2541

root@HZ-UIS01-CVKOl:~# iscsiadm -m node -T ign.1991-05.com.microsoft:c09599-cmh-target
-p 192.168.1.248:3260 -1

Logging in to [iface: default, target: ign.1991-05.com.microsoft:c09599-cmh-target, portal:
192.168.1.248,3260]

Login to [iface: default, target: ign.1991-05.com.microsoft:c09599-cmh-target, portal:
192.168.1.248,3260]) : successful

5. 1R iscsi =1

iscsiadm -m node -T LUN NAME -p ISCSI IP -u

25451

root@HZ-UIS01-CVKOl:~# iscsiadm -m node -T ign.1991-05.com.microsoft:c09599-cmh-target
-p 192.168.1.248:3260 -u

Logging out of session [sid: 4, target: ign.1991-05.com.microsoft:c09599-cmh-target, portal:
192.168.1.248,3260]

Logout of [sid: 4, target: ign.1991-05.com.microsoft:c09599-cmh-target, portal:
192.168.1.248,3260]) : successful
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7.1.4 FC &

1. i HBA &

(1) Trik—: 5l CYM B, HEATHAIRER TG, ddifFanicds, B AR L E K

HBA R{EEAMURES, 1EahRaR T LBHAT A U . N B TR

< C | ® 172.20.2.158:808 ode2-158/1/cluster/1/pool//hostfind T ox

S EEEES =R | WL < pool /| 5B : cluster | =4 (2]
e o erac [0

e DEmms Ques Demyl SeF  @smmay  WuERNE  EcPURE S HHERS @ asRs O Es

Local-SCS! Local SCSI scsi A
Open-iSCS! ISCSI Software Adapter iscsl =3 ign.1993-03 org debian'01: 172020020158 Q #
HBAD QMH2672 FW:v8.02.00 DVR:v10.00.00. FC = 51402ec000028544 3 Gbit Q
HEAT QMH2672 FW-v8.02.00 DVR:v10.00.00. FC = 51402ec000028546 26Dt Q
HBA2 Emulex 554FLE FCoE @R 1000ecb1d7821053 unknown Q
HBA3 Emulex 554FLB FV10.7.110.31 DV11.4. FCoE @ 5N 100Decb 107921054 unknown Q
FiEas
NAA E BAERR LUN BFmuipath =8 B £ =
3600508b1001c4i43a347¢ 534c SeSdeb = OF=E 5587368 Fswis

v &8 HSEEE
& DI
& EREE
0 eHEEsss

(2) ik s S E W HBA RIKSNE B2 IEMNEL, Witk HBA Nk 1 IEri i oka),
/sys/class/fc host/host* H 3% N4 K& ) HBA {5 5., host0 15 B4~ KPR

[root@cvknode2-158 /]#ls /sys/class/fc host/
host0 host2 host3 host4
[root@cvknode2-158 /]#1ls /sys/class/fc host/host0

device issue lip npiv_vports inuse port state speed supported c

system hostname vport create

dev loss tmo max npiv vports port id port type statistics supported

tgtid bind type vport delete

fabric name node name port name power subsystem symbolic name
EHE fc 7%

FEF S fir &3 #: FC 176k

echo hba channel target id target lun > /sys/class/scsi host/host*/scan

HAr hba_channel %7~ HBA RiiiE, target id F/ri% % id, target lun /R4 lun, AlELE

Isysl/class/fc_transport/3kHL .

[root@cvknode2-158 /]#ls /sys/class/fc transport/
target0:0:0
[root@cvknode2-158 /]# echo 0 0 0 > /sys/class/scsi host/host0/scan

3. BT fc =i
IR dr & Wi FC A7l 14 4% .

echo 1 > /sys/block/sdxX/device/delete
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Hrp sdX R T5E W fo w8 At R M) sd W&, AIEE) I dr & 2] .
[root@cvknode2-158 /]1# 11 /dev/disk/by-path

lrwxrwxrwx 1 root root 9 Oct 12 09:48 pci-0000:05:00.0-£fc-0x21020002ac01e2d7-1un-0
-> ../../sdb

[root@cvknode2-158 /]# echo 1 > /sys/block/sdb/device/delete

7.1.5 Tomcat fRE &4

H3C UIS i) WEB T i [l 7 Tomcat £ A, 24 UIS i WEB T H Bl & i, A LA B Tomeat Ik

%

#i%& Tomcat R IREMw L.
root@HZ-UIS01-CVKOl:~# service tomcat8 status
* Tomcat servlet engine is running with pid 3362
{5 1k Tomcat R &R A 4
root@HZ-UIS01-CVKOl:~# service tomcat8 stop

* Stopping Tomcat servlet engine tomcat8

.done.

Ja ) Tomceat R IRE M4

root@HZ-UIS01-CVKOl:~# service tomcat8 start
* Starting Tomcat servlet engine tomcat8

.done.

EF‘ Tomcat RS REMm L -

root@ HZ-UIS01-CVKOl:~# service tomcat8 restart
* Stopping Tomcat servlet engine tomcat8
.done.
* Starting Tomcat servlet engine tomcat8
.done.

root@ HZ-UISO01-CVKO1l:~#

7.1.6 MySQL #iEERS®S

H3C UIS [ 7 MySQL Ml ok, i ZEE 4R MySQL A 1 ARAT 5
A MySQL IR IRE 4

root@HZ-UIS01-CVKOl:~# service mysqgl status

mysqgl start/running, process 3039

151k MySQL IR %5 i 4
root@HZ-UIS01-CVKOl:~#
root@HZ-UISO01-CVKOl:~# service mysqgl stop
mysgl stop/waiting

JE 3 MySQL Ik % i 4
root@HZ-UIS01-CVKOl:~# service mysqgl start

mysqgl start/running, process 4821
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7.1.7 virsh tBxa4

L virsh KR H A4, TR CVK JE 6 EH % CVK BN NS TR UL, LA ESNLHIR
&, JFHTLUR e R L.

1. CVK EHEBEBEMN
7E CVK EHLE EHAT “virsh list —-all” 3B E 1% CVK EHL T ERNLIRS .

root@UIS-CVKO1l:/vms# virsh list --all

Id Name State
4 windows2008 running
= Linux-RedHat5.9 shut off

2. CVK £HE&BTIEMH
7E CVK EWLG AT “virsh start JERNLLFR” 62 B 3 ERIHL.

root@UIS-CVKO1l:/vms# virsh start Linux-RedHat5.9
Domain Linux-RedHat5.9 started

root@UIS-CVKO1l:/vms#
3. CVK E#E & XA ERH
7E CVK EHLE G AT “virsh shutdown EFINLL TR 4 H EIINL.

root@UIS-CVKO1l:/vms# virsh shutdown Linux-RedHat5.9

Domain Linux-RedHat5.9 is being shutdown

7.1.8 casserver REBoH 4

caserver & HAH S BIOWEE, tLinmidS MR, S58E5 8%, 24 caserver HHIL 1] 5 ) o 75 B2 8
ERS , A,

service casserver restart

7.1.9 gemu HEXx®&H<

i3t qemu KA & AT LA RESANLN R A BEAG S-S I, IF HL AT BUG S ST s sl AT e e e A
1. BEREMNBREXHER

£ UIS 1) WEB Uil , ] LAEE B BN R B G SCE 842, i N EIFR, L “A_0487 Xf
BRGSO 45N “Ivms/defaultShareFileSystem0/A_048 7.
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A_011

.
A_061 s
A_064
A_079 — ==
B1_012 T8 L]
B1_013 spzast E85(qcon2)

B1_014
B1_015
B1 016
B1_017 —EEEE Mvms/defaultSharaFileSystemD/A_0458_base_1

EiEES(directsync)

Mvms/defaultShareFileSystemD/A_043

B1_018 iRl Ivms/defaultShareFileSystem0D/fio-cant-autoru .
B1_019

it gemu-info fir %, ATUAERGUESCIFIIEEAMG S, LISeFE s, SRR/ N R 2R FH
Ko WRFE =GB IE 2 SR — R BT BRE R .

root@ZJ-UIS-001:~# gemu-img info /vms/defaultShareFileSystem0/A 048
image: /vms/defaultShareFileSystemO/A 048
file format: gcow2
virtual size: 30G (32212254720 bytes)
disk size: 1.3G
cluster size: 262144
backing file: /vms/defaultShareFileSystem0O/A 048 base 1
backing file format: gcow2
Format specific information:
compat: 0.10

refcount bits: 16

GREE A RBBOUHER, TUERR RGOS (RIS E ) MEE.

root@ZJ-UIS-001:~# gemu-img info /vms/defaultShareFileSystem0/A 048 base 1
image: /vms/defaultShareFileSystem0/A 048 base 1
file format: gcow2
virtual size: 30G (32212254720 bytes)
disk size: 1.0M
cluster size: 262144
backing file:
/vms/defaultShareFileSystem0/fio-cent-autorun UIS-e0602fio-cent-autorun UIS-e0602
backing file format: gcow2
Format specific information:
compat: 0.10

refcount bits: 16

MEEE RGBT (EMBESE) B8, AHAEE T M8 ERIT.
root@zZJ-UIS-001:~# gemu-img info

/vms/defaultShareFileSystem0O/fio-cent-autorun UIS-e0602fio-cent-autorun UIS-e0602

image: /vms/defaultShareFileSystem0/fio-cent-autorun UIS-e0602fio-cent-autorun UIS-e0602
file format: gcow2

virtual size: 30G (32212254720 bytes)
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disk size: 5.5G

cluster size: 262144

Format specific information:
compat: 1.1
lazy refcounts: false
refcount bits: 16

corrupt: false

2. BFHREEH
M REAUHL R 2 BGOSR, T LLOE L gemu-img i X 2 BTG ST A F

root@UIS-CVKO1:/vms/sharefile# gemu-img convert -0 gcow2 -f gcow2 windows2008
windows2008-test

root@ZJ-UIS-001:/vms/defaultShareFileSystemO# gemu-img convert -O gcow2 -f gcow2 A 048
AQ48-test

A I 58 B R R BRSBTS
root@ZJ-UIS-001:~# gemu-img info /vms/defaultShareFileSystemO/A048-test
image: /vms/defaultShareFileSystem0/A048-test
file format: gcow2
virtual size: 30G (32212254720 bytes)
disk size: 1.4G
cluster size: 262144
Format specific information:

compat: 1.1

lazy refcounts: false

refcount bits: 16

corrupt: false

7.1.10 ONEStor fH¥£%4

ONEStor S## HIM iz 4k dr & AR A LTINS . &% mon. OSD. PG IRE(E B 5.

e mon (Monitor) : AR

o OSD: HEBEAFAETT s B S5 AN P SRR 4 5

o PG: MU BRIIET A, PG ALTAEMHMA, FEHIN—/MEEh, SRR X ROR I —
EHEN PG,

1. SRBEFRRESENS

(1) ceph health detail

REUEBF R RERSE R, AP A A2 active l clean REM PG, BiEALT

unclean. inconsistent. degraded KK PG, Wi FEEFRSZ2MFESHE “HEALTH_OK”,

root@nodell®:~# ceph health detail
HEALTH_OK

SRR RS R

HEALTH_WARN #5228 4b T8 5k A, A 1024 4> PG &b T degraded W2k, 1024 4
PG 4t unclean R, 44 33.333% HIxS R4 F# 2, 1/3 #) OSD 4t T down R 7%, down ) OSD
R PG 4b T degraded R .
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TR, 1/3 1 OSD down, i X Fh B G i AT BE A«

o BT AMIKAE, WRIAERSI. MR T RERRSE ping i,

o AT AiKE, cephosdtree && down (K] OSD Ab-TWRANYT s, BE LT S BE RS2
3 1B 5

HEALTH WARN 1024 pgs degraded; 1024 pgs stuck unclean; 1024 pgs undersized; recovery 128003/384009 objects degraded (
osds are down

1.17c is stuck unclean for 24133.776596, current state active+undersized+degraded, last acting [2,1]
1.17d is stuck unclean for 985.992538, current state active+undersized+degraded, last acting [1,2]
.17a is stuck unclean for 24133.516198, current state active+undersized+degraded, last acting [1,2]
.17b is stuck unclean for 985.994030, current state active+undersized+degraded, last acting [1,2]
1.178 is stuck unclean for 24133.626964, current state active+undersized+degraded, last acting [2,1]
.179 is stuck unclean for 24133.971 current state active+undersized+degraded, last acting [2,1]
.176 is stuck unclean for 985.992694, current state active+undersized+degraded, last acting [1,2]
.177 is stuck unclean for 986.045428, current state active+undersized+degraded, last acting [2,1]
1.174 is stuck unclean for 985. current state active+undersized+degraded, last acting [1,2]
1.175 is stuck unclean for 985.99 current state active+undersized+degraded, last acting [1,2]
.172 is stuck unclean for 24 48626, current state active+undersized+degraded, last acting [2,1]
.173 is stuck unclean for , current state active+undersized+degraded, last acting [2,1]
.170 is stuck unclean for 985. current state active+undersized+degraded, last acting [1,2]
.171 is stuck unclean for 985. current state active+undersized+degraded, last acting [1,
.16e is stuck unclean for 985. 14, current state active+undersized+degraded, last acting [1,
.16f is stuck unclean for 24133.852982, current state active+undersized+degraded, last acting [1,2]
1.16c is stuck unclean for 986. 49, current state active+undersized+degraded, last acting [2
1.16d is stuck unclean for 986.04¢ current state active+undersized+degraded, last acting [2,
.16a is stuck unclean for 985.996013, current state activetundersized+degraded, last acting [1,2]
.16b is stuck unclean for 24133.543649, current state active+undersized+degraded, last acting [2,1]

(2) ceph-s
ceph SERFE B ARSI e 104, (] ceph -s fr & BHERERE: FRERE
ERSR/ I

root@nodell7:~# ceph -s

cluster 7bc9f9d3-6a84-455f-bdf0-2e05f7c1ch90

health HEALTH_OK

monmap el: 3 mons at {nodell7=192.168.101.117:6789/0,no0dell8=
0del119=192.168.101.119:6789/0}

election epoch 6, quorum ©,1,2 nodell7,nodell8,nodell9
osdmap e650: 18 osds: 18 up, 18 in
pgmap v38166: 1024 pgs, 1 pools, 162399 MB data, 25603 objects
202 GB used, 9672 GB / 9874 GB avail
1024 active+clean

ceph -s FHEFRESELE, &WF:
. health: health HEALTH_OK % -4 #E# 5, health HEALH_WARN FREREA 555 H,
A HEALTH_ERR IR FRERER A RIEA — 8B 00N ™ EAHSRE, MR HEE
W RS E R, WEIEN N PG 54, OSD S, RN AR —52% 5% # 4 4E health
WA HER;

e monmap: AHEHEH monitor B E LET M. EEURGIEE R, E£BHA 34 monitor, 737l
f7F node117, node118, node119 L, &R — A3 monitor;

e osdmap: #i% OSD ¥, 4 T up(OSD 7Ei& 17) R4 in(OSD 7E4E ik )}k A5 (1) OSD %kt
FEURBIEE S, ERIA 18 4~ 0SD, 4T up H in k7S, LK OSD £ #BIEH ;

e  pgmap: EEER PG R, FiEEE . —MEIREIART SR R HE, &
SR THEBEANGEE, AFCHERE. THEBNEBAR. REEERT PG Ew:%}{nu,
filn, FEhERE PG & 1024 A, 1 M Efikih, 4EREL % & 202G, object & 25603,

A %55 9672G;

AR RN
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e toomanyPGs per OSD: 1R &/~ AfEA OSD XM f PG $&id £, 40 OSD M4k # ik
AN U S EIR 2T R

root@nodell0:~# ceph -s
cluster 8f4ab7ac-3477-4ce9-8bcf-3daddb30ff34
health HEALTH WARN
too many PGs per 0SD (1706 > max 1000)
monmap e€2: 2 mons at {nodelll=192.168.101.111:6789/0,n0del21=192.168.101.121:6789/0}

election epoch 124, quorum 0,1 nodelll,nodel2l
osdmap e2196: 3 osds: 3 up, 3 in
pgmap v34881: 2048 pgs, 2 pools, 499 GB data, 125 kobjects
1003 GB used, 1758 GB / 2762 GB avail
2048 active+clean

e clock skew detected: mon 7 g Z [AIAFER HA—2, 75 £ A& ntp server [F25, AT
ntpdate —u IP (IP 2= ntp server Hulit) [FI2EES(E]. 610~ EH 6 4~ OSD 4T down JR7,
EERRIX L down #5] OSD Frxt R[] PG & T degraded IR%AS .

root@nodell7:~# ceph -s
cluster 7bc9f9d3-6a84-455f-bdfo-2e05f7c1cho0
health HEALTH WARN
679 pgs degraded
400 pgs stuck unclean
679 pgs undersized
recovery 16985/51206 objects degraded (33.170%)
6/18 in osds are down
monmap el: 3 mons at {nodel17=192.168.101.117:6789/0,n0del18=192.168.101.118:6789/0,n0de119=192
.168.101.119:6789/0}
election epoch 6, quorum ©,1,2 nodell7,nodell8,nodell9
osdmap e655: 18 osds: 12 up, 18 in
pgmap v38177: 1024 pgs, 1 pools, 162399 MB data, 25603 objects
202 GB used, 9672 GB / 9874 GB avail
16985/51206 objects degraded (33.170%)
679 active+undersized+degraded
345 active+clean

NP ceph - s%%%ﬁiﬁ PG %%, 1/ mondown, osd12up, 18in, #*JE& node118 i fi & Bl
B/l 55 RS A2 75 1E 5

root@nodell7:~# ceph -s
cluster 7bc9f9d3-6a84-455f-bdfo-2e05f7c1cbo0
health HEALTH_WARN
679 pgs degraded
400 pgs stuck unclean
679 pgs undersized
recovery 16985/51206 objects degraded (33.170%)
6/18 in osds are down
1 mons down, quorum ©,2 nodell7,nodell9
monmap el: 3 mons at {nodell7=192.168.101.117:6789/0,n0de118=192.168.101.118:6789/0,node119=1
.168.101.119:6789/0}
election epoch 8, quorum 0,2 nodell7,nodell9
osdmap e655: 18 osds: 12 up, 18 in
pgmap v38177: 1024 pgs, 1 pools, 102399 MB data, 25603 objects
202 GB used, 9672 GB / 9874 GB avail
16985/51206 objects degraded (33.170%)
679 active+undersized+degraded
345 active+clean

(3) ceph-w
ceph -w H TIIEERIPRERN, moaRFsdmt, A ctrive 4. FEIER PG IREIE
T ceph -w i85 ceph -s FF 3k BoR—E.
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~Croot@Enodell7:~# ceph -w

cluster 7bc9f9d3-6a84-455f-bdf0-2e05f7c1ch90

health HEALTH OK

monmap el: 3 mons at {nodell7=192.168.101.117:6789/0,n0de118=192.168.101.118:6789/0,node119=1
92.168.101.119:6789/0}

election epoch 12, quorum ©,1,2 nodell7,nodell8,nodell9
osdmap e665: 18 osds: 18 up, 18 in
pgmap v38219: 1024 pgs, 1 pools, 102399 MB data, 25603 objects
202 GB used, 9672 GB / 9874 GB avail
1024 active+clean

TNRERRE, "LLE osdmap. pgmap. mon. osd pgmap (K52 B E EREIAE AL .

~Croot@nodell0:~# ceph -w

cluster 8f4ab7ac-3477-4ce9-8bcf-3daddb30ff34

health HEALTH_WARN
too many PGs per 0SD (1706 > max 1000)

monmap e2: 2 mons at {nodelll=192.168.101.111:6789/0,n0del21=192.168.101.121:6789/0}
election epoch 126, quorum 0,1 nodelll,nodel2l

osdmap e€2196: 3 osds: 3 up, 3 1in

pgmap v34902: 2048 pgs, 2 pools, 499 GB data, 125 kobjects
1003 GB used, 1758 GB / 2762 GB avail
2048 active+clean

2017-05-08 04:02:20.693 mon.® [INF] pgmap v34902: 2048 pgs: 2048 active+clean; 499 GB data, 1003 GB used, 1758 GB / 27
62 GB avail
2017-05-08 €
2017-05-08

=

.06488 .1 [INF] mon.nodel2l calling new monitor election

.065354 .0 [INF] mon.nodelll calling new monitor election

2017-05-08 04: .198883 .0 [INF] mon.nodelll@® won leader election with quorum 0,1

2017-05-08 .222293 .0 [INF] HEALTH WARN; too many PGs per 0SD (1706 > max 1000)

2017-05-08 04 :56.268199 .0 [INF] monmap e2: 2 mons at {nodel11=192.168.101.111:6789/0,node121=192.168.101.121:6789/
e}

2017-05-08 04:03:56.268264 mon.® [INF] pgmap v34902: 2048 pgs: 2048 active+clean; 499 GB data, 1003 GB used, 1758 GB / 27
62 GB avail

2017-05-08 :03:56.26833 .0 [INF] mdsmap el: ©/0/6 up

2017-05-08 :56.268423 .0 [INF] osdmap €2196: 3 osds: 3 up, 3 in

2017-05-08 :03:59.383604 .0 [INF] pgmap v34903: 2048 pgs: 2048 active+clean; 499 GB data, 1003 GB used, 1758 GB / 27

wwww

[N o]

mon.® [INF] osd.1 192.168.101.111:7300/2825281 failed (3 reports from 2 peers after 26.803379

2017-05-08 04:04:02.744299 mon.® [INF] osdmap e2197: 3 osds: 2 up, 3 in

2017-05-08 .782116 mon.® [INF] pgmap v349 2048 pgs: 681 stale+active+clean, 1367 active+clean; 499 GB data, 10
03 GB used, / 2762 GB avail

2017-05-08 04:03.767588 mon.® [INF] osdmap €2198: 3 osds: 2 u
2017-05-08 :04:03.785119 mon.® [INF] pgmap v34905: 2048 pgs: 681
03 GB used, 8 / 2762 GB avail

Pe 3H

n
tale+active+clean, 1367 active+clean; 499 GB data, 10

2. OSD X% @4
(1) ceph osd tree

ceph osd tree & WR&A T M LR OSD PLRIHAE CRUSH map A&, Wox OSD #LE
(weight) , up/down, infout K7, XFF4E— A KHEERFEH AR . OSD IEH RS T:
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root@nodell7:~# ceph osd tree
ID WEIGHT TYPE NAME UP/DOWN REWEIGHT PRIMARY-AFFINITY

0 root maintain

0 root ssd_root

e} rack r@_ssd
.71988 root default
.71988 rack ro
.23996 host nodell7
3999 osd.14
53999 osd.17
.53999 0sd.0
.53999 0sd.]
.53999 osd.
53999 0sd.3
.23996 host nodellS
.53999 0sd.12
3999 0sd.15
53999 0sd.8
.53999 0sd.S
3999 0sd.10
3999 0sd.11
.23996 host nodell8
.53999 0sd.13
3999 osd.
.53999 osd.
.53999 osd.
.53999 osd.
.53999 osd.

P L O AN
(S < B [ S Y ISV RN}

DO OO0 DO WO OODODODOWOODOODODODO WO
[ e = I A I =

pod ol
Do WN

bd ok ok ok fod fod

b o o o ok o

Bltntn R L osd.1 NP, osd.1 £ EE 0.89999, £/ F-Hl2¢ rack 3 L, 71 & host node111, 4t-F down
H out IR#&

root@nodell®:~# ceph osd tree

ID WEIGHT TYPE NAME UP/DOWN REWEIGHT PRIMARY-AFFINITY
0 root maintain

.70000 root pl

. 70000 rack 3

.89999 host nodelll

.89999 osd.1 down 0

.89999 host nodell0

.89999 0sd.?2 down 1.00000

.89999 host nodel21

.89999 0sd.0 up 1.00000
0 root default

2
2
0
0
0
0
0
0]

=2 .

15 AR

OSD 4 F down X %4 5 947 5 2 M down in #& 47724 down out K%, sbitE F B FTH
e ¥ /~0SDdown/out, #EREGHRLKE,

o EANFEOSDdown, FEALTATEFT. REFF,

(2) ceph osd perf
FALSAE L N IERT (fs_apply_latency) F5E#E 100ms PLA RN IEH 1K), 82 N IR ZE I — A%
FrE7E 10ms BAAY .
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root@nodell7:~# ceph osd perf
osd fs_commit_latency(ms) fs_apply_latency(ms)
€|

1
2
4
5
6
7
9
10
11
12

[ololloNoNoNoNoRoNoNoNoNoNoRo R io Ny
[ocNoNoNSNoNoNoN NN NoNoNoNoNoNo NN ol

LR NIRE T, ERHFFEERT 10ms @G, S E RGN, KT 100ms 2,
Bl 2, BEAF R SR, SRR SR

(3) ceph osd df

it ceph osd df fr & EEEMERAMEHE N . AT AEER OSD KM%, %1t OSD 1K/,
CHIAE., AR, AR EHH OSD i il 85%hl &« i Bl near full (%, EHEA
OSD i H# ik 95%, EREAFIRE.

Bt T B, RS 34 OSD, K/ 920G, CHA R 501G, WTHAE 419G, B4 & 2762G,

i/ 1505G, %4 1257G, i H % 54.48%:

root@nodelll:~# ceph osd df

ID WEIGHT REWEIGHT SIZE USE  AVAIL %USE VAR
1 0.89999 1.00000 920G 501G 419G 54.49 1.00
2 0.89999 1.00000 920G 501G 419G 54.47 1.00
0 0.89999 1.00000 920G 501G 419G 54.48 1.00

TOTAL 2762G 1505G 1257G 54.48

MIN/MAX VAR: 1.00/1.00 STDDEV: 0.01
reweight_state : 0

3. B ERARAREN

(1) cephdf

Gt R AE A A, B ERE A A E, RIREEMOMEHNEREULA 2, TER
SR, HLInfA T 2 PR, ID ERIE L. ARt o B0 R

Bl B, ERERA R 1257G, CHA R 1505G, fHH H /-t 54.48%, f7fifith p1 MEHZA

499G, fiiH] 54.29%, FIARTIH 419G, X Z%H 128003.

root@nodelll:~# ceph df

GLOBAL :
SIZE AVAIL RAW USED %RAW USED
27626 1257G 1505G 54.48

POOLS:
NAME D USED %USED MAX AVAIL OBJECTS

pl 1 499G 54.29 419G 128003
root@nodelll:~# []
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7.1.11 ONEStor B4 &4

1. iostat

iostat T H A F B 10 &R T RGN, RGAFE 10 ERFFEN, HEmaoritfE 58E KRG
HEFEA 1O & AFAEIEN, FRIHHRAT iostat, &7~ 45 N M R G WL R 4RI $UATH 21 g8 iHE B .
iostat it al F E s .

root@nodell8:~# iostat
Linux 3.19.0-32-generic (nodell8) 05/03/2017 _X86_64_

avg-cpu: S%user %nice %system %iowalt %steal %idle
0.19 0.00 0.08 0.02 0.00 99.72

Device: tps kB_read/s kB_wrtn/s kB_read kB_wrtn
sda 1.13 4.3 134 290894 8985422
sdb 0.58 0.58 S5. 38484 3691939
sdc 0.59 0. 55.24 41115 3690932
sdd 0.58 0. 48 59. 32365 3984963
sde 0.58 ; 59. 32961 3981868
sdf 6.31 . 396.8 78228 26516215
dm-0 1.94 .23 134. 282349 8985416
dm-1 0.00 0. . 1296 ]

& Tt I E 2 AR

o I FIME/RIERAGA . EVLAFHI.

e avg-cpu: afk CPU AR NSIHE R, XT2# CPU, XE N CPU M- F41E.

e Device: FHIE#AI 10 Giitf5E .-

e H P CPU ML 10 R4 k4t E B

XIF CPU SitE B —17, IRATEZEE iowait HIME, E4878 CPU H T4 14F 10 153K 58 BT A] .
Device #1|LL sdX JE R /R B & 44K

nE EX
tps MR T R M0, FisREE
kB_read/s M X HE (—BX N512bytes)
kB_wrtn/s 5 X B
kB_read YRR AR 5] (8] 58 P 152 o X A B
kB_wrtn SO IS T T g P9 5 o X e

iostat -x 1 SEIN TR AR io B St E S, 1E0 T 10 M, — U1 E -x .
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root@nodell8:~# iostat -x 1
Linux 3.19.0-32-generic (nodells) 05/21/2017 _X86_64_ (24 crPU)

avg-cpu: %user %nice %system %iowait %steal %idle
1.07 0.00 0.52 0. 0.00 98.05

reqm/s  wrqm/s w/s rkB/s wkB/s avgrq-sz avgqu-sz = await r_await w_await svctm Sutil
6 0.05 10.20 1.63 10.39 6.05

0.00 z 4.50 2.0
0.00 16. 5 150.04 .41 2.71 1.42 2.73 0.14
0.00 7.24 7 156.19 - 2.51 1.29 2.53 0.13
0.00 .26 3 67.14 < 171 ). 1272 9.12
0.00 5.93 0.70 67.11 33 - % 1.68 0.56 1.76  0.13
0.01 & 1. 89.24 2 052. 0.1 1.78 ). 52 1.80 0.12
0.00 i ).94  80.22 0. 1 1 .14 1.70 0. 1.71 0.12
0.00 0.6 0.10 10.17 2.C ¢ .0 9.18 .70 9.26 2.71
0.00 0.0 0.00 0.02 D.01 0.00 9.87 1.3 10.65 1.28

iostat -x 1 SZI SR UAE R A I 00, B AL Youtil LE B i /430 100%, 7T LA RESHA0AE 5 2k
AL, ARRFREAARE AL Yutil L) 80% LA L B2 41 100% 2 Ui IAERERE AL 10 R C LIk BRI,
SR AT REFERE AL, AT DL S PN IS B0 ol T Pl 555

BT I H O SR

58 aX
rrqmis ’if&"XﬁZi&%E@iﬁ%ﬁW}Zé\#‘(kﬁ, S 2 G0 B R B (block) (3 SR HEAT &
wrgm/s B RZR A IR G R A I8
rls AP 58 B B UK
wis AP 58 B 5 I
rkB/s FERD B B (KB HLAr)
wkB/s DS Hd B (KB )
avgro-sz SEIARF RO A I H5Hs = (3 X EU N B Ar)
avgqu-sz PSRBT 1OTE SR BA A
await P EIEFIRIOTE SRAEAF I 18] (LR SF AR (AN AL BRI (], 2280y Aor)
svctm S IRIOTE SR [ AL B 7] (270 A 54T
%util K JE P T IO EIRT ] b2, RITIOBAFI AR (1 (] Lb %
2. top

I,

ok

top LT Windows [FEIREHLAS, Aefs s Iis RGN IR S PRI, Zar 4 rT b
CPU i A AFAE F AT IR (R0 55 34T HE 7 5

G A W LI

e 7% load average %118 R4t 51 #H .

o & Tasks HARSGMMESHE, DAREGAE#HE zombie.

e EHCPUKT £,

X CPU B WAAE B DUk AT HE Y, AWML EE S8 T IE RRM 8 (X A~n]
PATE top 2 on RGO, K51 F 80 O 8, 4% k B3 n RIZIE cpu A 748 A gk Rk
2R

top TR FTH AT :
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top - ©8:38:03 up 7 days, 29 min, 3 users, load average: 0.29, 0.38, 0.66
;: 446 total, 1 running, 445 sleeping, O stopped, © zombie
2.6 us, 0.9sy, 0.0 ni, 96.4 id, 0.0 wa, 0.0 hi, 0.1 si, 0.0 st
: 49420472 total, 10183088 used, 39237384 free, 332940 buffers
KiB Swap: 50294780 total, 0 used, 50294780 free. 6447276 cached Mem

PID USER
www-data
700220 www-data
384550 root
702945 www-data
360042 root
702946 www-data
1557 root
1952 root
687826 www-data
root
10 root
118 root
1559 root
374368 root
376735 root
377608 root
379693 root
3040““ root
385892 root
556790 www-data
7065131 root
root
root
root
root
root
root
root
root
root
root

SHR S %CPU SMEM TIME+ COMMAND
apache2
apache2
onestor-leader
apache2
carbon-cache
apache2

i fctO-smp
irgbhalance
apache2
rcu_sched
rcuos/0
rcuos/15
fcto-poll
ceph-mon
ceph-osd
ceph-osd
ceph-osd
diamond
python

@ apache2

1160292
2114756
1206156
1217632
149120
1365096
0

19344
5754228

[ ]

2262220
23948
33772

0
o}
0
0
0
0
0
0
0

kthreadd
ksoftirqd/0
kworker/0:0H
rcu_bh
rcuob/0

@ migration/®
watchdog/0
watchdog/1
migration/1

ODOOWWWWWWWWWwWwWwWw N NNOOoWWNN

[oNo]

Pk ol

7 o
[cloNoNoNoRoNoRoNoNol--NoloooRooNoNoNoNoRoNoBooNoNoRNoRNoRoRo)
OO0 OO0 DODODPDNOFWNNNODODODONOONONKNN
[cNoNoNoNoNoNoNoNoNoN--NoNoNo NN o No NoRo RN SR o N No N o No N o Nol

[coNoNoNoNoRNoRoNoNoN--NoloNoNoNoNoNoNoNoNoNoRNoRoRNoREeRei e

DB WRN - OUWN
[oNoNoNoNoNoRoRNoRNol
[cNoNoRoNol

[

o HIURIHIIUH B AR ATRAT R ARG BERNSITHEE .

o W ATRAESHINEE . HARN, HEmE, KRGS TRE, HErgsi L Ra
RIS BB, = AN EUE 0 00 1 2380 5 238, 15 208 Al 2R A~ 24ME . 55—
=ATNHERER CPU (5 E . HA 24 CPURY, IXEEAFATRESEIEPIAT. NAF T 1 N B4
et BIAZHRIX, 1115 AN BIPNAE, (B I A A e X i R e B R OIX Sy O
FAAET AR B H DX I RN o A L AR A A7 IR 8 B T AN A BRSO S e X BN

Gt 5 2 X T R 7SN R TR S S

= X
PID BEREid
RUSER Real user name
uiD BRI id
USER BERRPT A RIH 44
VIRT HEREAE I B i, kb
RES BERME R AR B N AE RS, Bk
SHR HENFRD, Hhikb
%MEM BERRAE I B A E 43 L
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%CPU VR BB B CPUIR ] o5 F A 43t

A DLEE PREE R R A, KSR “F7 B “0” 8, 514 a-z W DL BERR I IR R 71
BATHEF . RS/ “R” AT DURE 2480 B HEF(E15 .
fE top fir 2 AT RE T DMEFH AN 2 B 2

e BN
q/Ctrl+C B
m PIE SNSRI RS,
t VI R R AICPURS(E B
c VI 2 7 iy & A FRAN e B A 4T
M WRAEGE B A RN ATHEF?
P MWRHECPUSE R 7 73 ELR /AT HEF?
T AR I 8]/ R I () AT HE

3. Hitb&if i<

(1) Isblk

Isblk fr & EHEMAAR. X, HH, HERER.
root@nodell7:~# lsblk

NAME MIN RM  SIZE RO TYPE MOUNTPOINT
sda 279.4G disk

sdal 244M part /boot
sda2
sdasS

1K 0 part
279.1G part
t:node117--vg-root (dm-0)  252:€
nodell7--vg-swap_1 (dm-1)

00 00 00 00

231.2G iwm /
486G lvm [SWAP]
1.17 disk
558.96 disk
548.9G part /var/lib/ceph/osd/ceph-2
106 0 part
558.9G disk
548.9G part /var/lib/ceph/osd/ceph-5
160G part
558.9G disk
548.9G
160G
558.9G
548.9G
166
558.9G
548.9G
166G
558.96
548.96
160G

N
w
N

00 00 00 00 0O 0O 00 00 00 0O 00 00 0O 00 00 00 00 00 00

sdb
sdc

tsdcl
sdc2
sdd
tsddl
sdd2
sde
t:sdel
sde2
sdf
tsdfl
sdf2
sdg
tsdgl
sdg2
sdh
I:sdhl
sdh2

part /var/lib/ceph/osd/ceph-8
part

disk

part /var/lib/ceph/osd/ceph-11
part

disk

part /var/lib/ceph/osd/ceph-
part

disk

part /var/lib/ceph/osd/ceph-
part

i _F & NAME 1 A 8 & oy (X, SIZE Sos 8 S5 8 7y XKV, TYPE BoRfififit for X 2R
A, MOUTPOINT Ss 3 RGHB A sda MRS, K/ 279.4G, 64 558.9G K/l 1E
9 OSD 73 a7 Ha, HER X KN 10G.

(2) mount

RN T PRSI R G R .
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root@nodell7:~# mount

/dev/mapper/nodell7--vg-root on / type ext4 (rw,errors=remount-ro)
proc on /proc type proc (rw,noexec,nosuid,nodev)

sysfs on /sys type sysfs (rw,noexec,nosuid,nodev)

none on /sys/fs/cgroup type tmpfs (rw)

none on /sys/fs/fuse/connections type fusectl (rw)

none on /sys/kernel/debug type debugfs (rw)

none on /sys/kernel/security type securityfs (rw)

udev on /dev type devimpfs (rw,mode=0755)

devpts on /dev/pts type devpts (rw,noexec,nosuid,gid=5,mode=0620)
tmpfs on /run type tmpfs (rw,noexec,nosuid,size=10%,mode=0755)

none on /run/lock type tmpfs (rw,noexec,nosuid,nodev,size=5242880)
none on /run/shm type tmpfs (rw,nosuid,nodev)

none on /run/user type tmpfs (rw,noexec,nosuid,nodev,s1ze=104857600,mode=0755)
none on /sys/fs/pstore type pstore {(rw)

/dev/sdal on /boot type ext2 {rw)

systemd on /sys/fs/cgroup/systemd type cgroup (rw,noexec,nosuid,nodev,none,name=systemd)
/dev/sdcl on /var/lib/ceph/osd/ceph-2 type xfs (rw,noatime, inode64)
/dev/sddl on /var/lib/ceph/osd/ceph-5 type xfs (rw,noatime, inode64)
/dev/sdel on /var/lib/ceph/osd/ceph-8 type xfs (rw,noatime,inode64)
/dev/sdfl on /var/lib/ceph/osd/ceph-11 type xfs (rw,noatime,inode64)
/dev/sdgl on /var/lib/ceph/osd/ceph-14 type xfs (rw,noatime,inodeb4)
/dev/sdhl on /var/lib/ceph/osd/ceph-17 type xfs (rw,noatime,inode64)

(3) df-h
FIH A RIS RS, DRSS RAR NS
R

root@nodell7:~# df -h

Filesystem Avail Use% Mounted on
/dev/mapper/nodell7--vg-root 2166 3% /

none 4.0K 6% /sys/fs/cgroup
udev : 24G 1% /dev

tmpfs 4.76 1% /run

none 5.8M 8% /run/lock

none 24G 1% /run/shm

none 106M  ©% /run/user

- AR, THEE. ALK

il

/dev/sdal 38M 187M /boot

/dev/sdcl 5496 % /var/lib/ceph/osd/ceph-2

/dev/sddl 549G % /var/lib/ceph/osd/ceph-5

/dev/sdel 549G % /var/lib/ceph/osd/ceph-8

/dev/sdfl 549G % /var/lib/ceph/osd/ceph-11
/dev/sdgl 549G % /var/lib/ceph/osd/ceph-14
/dev/sdhl 3M 549G % /var/lib/ceph/osd/ceph-17

R 64> OSD #i#:#k, #.4%t OSD A& 549G, %X 1%
(4) fdisk -
BET AR X RN AT L
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root@nodell0:~# fdisk -1

Disk /dev/sda: 300.0 GB, 299966445568 bytes

255 heads, 63 sectors/track, 36468 cylinders, total 585871964 se
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 262144 bytes / 262144 bytes

Disk identifier: ©x0000476d

Device Boot tart End Blocks Id System
/dev/sdal ¥ 512 500223 249856 83 Linux
/dev/sda2 500734 585871359 292685313 5 Extended
Partition 2 does not start on physical sector boundary.

/dev/sda5 500736 85871359 292685312 8e Linux LVM

WARNING: GPT (GUID Partition Table) detected on '/dev/sdb'! The util fdisk doesn't support GPT. Use GNU Parted.

Disk /dev/sdb: 1200.2 GB, 1200210141184 bytes

255 heads, 63 sectors/track, 145917 cylinders, total 2344160432 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

1/0 size (minimum/optimal): 262144 bytes / 262144 bytes

Disk identifier: ©x00000000

Device Boot tart End Blocks Id System
/dev/sdbl 1 2344160431 1172080215+ ee GPT
Partition 1 does not start on physical sector boundary.

WARNING: GPT (GUID Partition Table) detected on ‘/dev/sdc'! The util fdisk doesn't support GPT. Use GNU Parted.

(5) free
free tn 2B F T AUENAE, CHWAE, buffer, cache, Swap 1.

root@nodell7:~# free -h
total used shared

Mem: 47G 6.6G £ 21M
-/+ buffers/cache: 1.8G
Swap: 476G 0B

7.1.12 mEESIERBRESHEXGS

& i
A E AT B R A B HE A B L B 4T

1. EWEFAHFSITRS
kubectl A T-i24E Kubernetes %#f. = EEA RFEHAHMFBITIRES, WEEGHEIRER, WigfT
WA 4.

root@HZ-UIS01-CVKOl:~# kubectl get pod -A
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NAME READY STATUS RESTARTS AGE

d 2 ImagePullBack ] d
ImagePul k ]

Running

Running

Running

custom-metrics server-’ 6 6-1z6 Running

etcd-10. 37.220 Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

ppllcatlon-apl 5 L / Running

pplication-contro : / Running

pplication-controller-674f9 L9 ! Running

uth-ap1-77f9d7bobs-s Running

uth-controller-5 : 4-5bxt4 / Running

: Running

Running

p Running

-logagent-api-8 8996 7 /1 Running

logagent-controll 6btj2 Running

Running

Running

£ Running

-monitor-controller 6 76d-frl / Running

-notify-api-6969d6 rd / Running

tke-notify-api-6 / Running

tke- notlfv controller-65: 6 / ! Running

3 ' Running

Running

Running

Running

Running

Running

Running

tke-registry- controLler d‘bfdb*ﬂ' t2 / Running

LD D R DWW

~

oW

g

[N N N

W
oo =
o U

©
[=-]

- o
@@

B BRI T -

e 'Y
NAMESPACE Pod it TEfiy 4 =5 A]
NAME Pod & &
READY HEPIRG, ERESEIS TR R
STATUS Podlk7, BHEPending-H:52. Running-iz47. Succeeded-ii3hiE . Failed-%k
T+ Unknow-A 1. XXBackoff-iE ¥ = 5
RESTARTS ENEN/ €
AGE ISSX TN S

F AN Running IRERRZAMA T H B .
2. B ANHE
SERH L Pod 20247 T Kubernetes 4E8EH, #fdi ] kubectl &F H H &, ®HGAWR:

[ ] EE Pod é%‘BEI,?S kubectl logs (NAME) [-c CONTAINER] ﬁl] kubectl logs nginx

L] EEIZJE Pod é%‘BEI,?S kubectl logs (NAME) [-c CONTAINER] -f, ﬁl:]: kubectl logs nginx -f

[ ] EE Pod E%%EEEIF'& kubectl logs (NAME) [-c CONTAINER] -tail=N, ﬁl:]: kubectl logs nginx
-tail=100
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3. EFERHAN
LEREH L Pod T84T T Kubernetes 2771, #fdi Fi] kubectl 5 2H4F, iR

kubectl delete pod [-n NAMESPACE] (NAME)
BN = J5 tke v 44 23 A N ) abe 25 4

kubectl delete pod —-n tke abc
7.2 LinuxgEB&as
721 viXtHmBEIEFERANA
Linux ¥4 &G, WREHE A SE wmE SN AR, FE@EDL vi g vim TEETEAE, %
A AR ARy, RIL B R
vi LB 35 B — R U g i =, DA AR =2 Ta] i U 4 75 =X
WS PO “testtxt” SCfF, U N 1234567 MFIHEAT 41 .
1. WITViS
7E Linux [ 247 & D R4 “vi test.ixt” #r4, B “testixt” 4 n] LLE CAFEAE, HAfPLZER
AR WSz cAzfig, M CUE vi TEABMNE; WEIZ SRR, AT ROE 8z soft

Shell for local user “root’ .

Type "exit’ to return to the management console.
root@PHZ-CASO1-CUKO1: i
root@HZ-CASO1-CVKOL: /# vi test.txt_

2. EA—RIER
PAT5E vi 2S5, BERIEN vi ) — i BTz AEER, EaddTizm)s, NS
BRI

FE— AR R DU vi THGE % ar &, (HRAE AR T AN ) DA N7
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"test.txt" [New Filel

3. NIRRT
AT AR vi TR g R AT S AE A
FE— B B 07 “o”. “a” BEHE AR, T BIFTR:

-— INSERT ——

4. ENEIEN
FEGBRECT, SASCHFRI A .
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5. EE|—RER
FEG AR A TE O S, 5 2 [0 B — i iR e iR, 1% “ESC”,

123456

6. RFIRH
3 — I RG, TR IR vi, B — R T <7 (B5).
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SRIGEIN “wq” 74 (write and quit), BIAT{RIESCHENZE, FHEH vi

“test.txt” AU TERG, AT Is & RIW 25 2 G 1 30 fF
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"test.txt™ 1L, ?C written
CASO1-CUKO1: " # Is

CAS01-CUKO1:"#

1. E RS TIER R-pwd

pwd(Print Working Directory) H k4T B[l 2487 LA H 3.
root@HZ-UIS01-CVKOl:~# pwd

/root
2. BARXHEERIs

Is(list)FH KT EN 241 H 3% A9 SCRS(E /.

# 1ls [-aAdfFhilnrRSt] HELZK

I 2

—a : RO, E[R BRSO —E S R (F )

-A - TR, ERFEE, EAERE A XEAE R

-d : I EFRAL, TAZSHE SN SOREEE ()

-h o HERERDARES BRI (B 6B, KB L) Bk

-i : % inode Sf%

-r o KRR AR A, Fln. BUARSCRI A R /NER, S T A HR E A
-R : ERT HFRNE R

-S : UMRERRANEF, MALHEAHR

-t o« AKERHY, TR R4

245«

root@HZ-UIS01-UIS Manager:~# 1ls -al

total 44

drwx—----- 5 root root 4096 May 23 15:33 .

drwxr-xr-x 24 root root 4096 May 13 09:47 ..

—rw-—-——--- 1 root root 847 Jan 1 12:35 .bash history
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-rw-r--r-- 1 root root 3106 Apr 19 2012 .bashrc

drwx-----—- 2 root root 4096 May 17 17:23 .cache
-rw-r--r-- 1 root root 8 May 23 15:33 UIS.conf
drwxr-xr-x 2 root root 4096 May 23 15:32 h3c
-rw-r--r-- 1 root root 140 Apr 19 2012 .profile
drwxr-xr-x 2 root root 4096 May 22 09:50 .ssh

S e mee 1 root root 4962 May 23 15:33 .viminfo

3. T#BR-cd

cd (Change Directory) R T/EH K.
(A E S

.. REE-EHX

- MEA—ATERR

~ RF THETH ) ez Bz

~account fXF account XMHFMIEKHEF

H4451]:

root@HZ-UIS01-CVKOl:/# cd ~root

#RRHENE] root MK HE

root@HZ-UIS01-CVKOl:~# cd ~

L= ZNEEISESNIE QRS

root@HZ-UIS01-CVKOl:~# cd

#HFIR BB H C K H

root@HZ-UIS01-CVKOl:~# cd ..

#AoRBEN AT H R E—E H 3%

root@HZ-UIS01-CVKOl:/# cd -

#2 [B BNA ) B 5%

root@HZ-UIS01-CVKOl:~# cd /root

#RRBEN “/root” HE

root@HZ-UIS01-CVKOl:~# cd ../root

RN EZEH R T root TH

4. BIEFH F-mkdir

mkdir(make directory) @l & Hi i) H 3% .
# mkdir [-mp] H3XBHK

IS 5K

-m : FE H SRR

—p o« KPR BN H SRl I ST R

25451

root@HZ-UIS01-UIS Manager:~# 1ls
root@HZ-UIS01-UIS Manager:~# mkdir h3c
root@HZ-UIS01-UIS Manager:~# 1ls
h3c

root@HZ-UIS01-UIS Manager:~#

5. EfIxtEsmEHR-cp
cp(copy) FH R & il U B H 3%

# cp [-adfilprsu] VEMAE (source) HPRVAE (destination)
# cp [options] sourcel source2 source3 .... HAizHZX

WIS 4L
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-—a : HHF-pdr MR FH)

-f : N (force) KR

-i A B CAAETER, TR RN S B W SR I EEAT (W)
-p o EFESCRR R RS 2, mAREABIA RN (R )
-r « BIERRSER], HTEXMEGIT N ()

EE: MRE AL, WEJE A H St — g 22 H %
24491

# S Ml SC A

root@HZ-UIS01-UIS Manager:~# ls

UIS.conf

root@HZ-UIS01-UIS Manager:~# cp UIS.conf UIS.conf.bak
root@HZ-UIS01-UIS Manager:~# ls

UIS.conf UIS.conf.bak

root@HZ-UIS01-UIS Manager:~#

#5201 H 3%

root@HZ-UIS01-UIS Manager:~# ls

h3c

root@HZ-UIS01-UIS Manager:~# cp -rf h3c h3c.bak
root@HZ-UIS01-UIS Manager:~# ls

h3c h3c.bak

root@HZ-UIS01-UIS Manager:~#

6. ImIZEE DI t-scp

scp J& secure copy W& S, HT1E Linux TS WSO a4, AeR e 4A cp, A
it op RAETEANIBATHE IR SRS 2%, 1M H. scp AEM 2 M. AlRe e — FEE. X4
R 5% 23R8 4578 1 A 13 read only system I}, F scp AT DATE IR SCA:#% HiK .

#scp [B# [EBE] [HiRER)

HIE ZH:

-1 3l scp A sshl
-2 il scp fn AP ssh2
-4 58 scp A R 1Pva Sk

-6 il scp A RAEH 1Pve Tk

-B AR RS (AR AR AN 1) A% 4 BREED

-C RAWEAE. E-c inEfLsss ssh, AT IFE45TRE

—p ORERJE ORI SO T, 1 1] g )R 37 1) BB

-q AEREREX.

-r BASEHEBEANSEZR.

-v T RE R . scp M ssh (1) 22 HBENEIRIHERGEE. X8ESH T REER, RIEME R .
-c cipher Ul cipher BEHRAMAEHIATINEG, XA ETOR BEALHL ssh.

-F ssh config & ANENM ssh BE M, WSHERELELS ssh.

-i identity file MIBEMFEHUL IR KB, WS BEBAEES sshe

-1 limit [REH PR MRS, Bl Koit/s BN,

-0 ssh option MWIRIM T ssh config(5) TS H LT,

-P port VFEAKNEN P, port Jj&fiE LM BN N5

-S program FREMFH LR PR T . BARF U SRR BAE ssh (1) HIIETI.

2551

root@HZ-UIS01-CVKOl:~# scp UIS-E0218H06-Upgrade.tar.gz HZ-UIS01-CVK02:/root
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UIS-E0218H06-Upgrade.tar.gz
545MB  90.8MB/s 00:06

root@HZ-UIS01-CVKO1l:~#

7. BRI E R-rm

rm(remove) H KM R SO RS El H % .

# rm [-fir] SCHFERHZR

WIS 25

-f : B force MEME, BBAIEN R, AHIAELHEL
-1 HADEER, FEMNER AT 1 AE R T A

-r o« BIEMER. WHLE HR AR ! X RIARE fak ki
24491

root@HZ-UIS01-UIS Manager:~# ls

h3c

root@HZ-UIS01-UIS Manager:~# rm -rf h3c
root@HZ-UIS01-UIS Manager:~# ls
root@HZ-UIS01-UIS Manager:~#

8. BRI EEHZXHER-Mv
mv(move)H K8 kY 5 B R aE 4 .

# mv [-fiu] source destination

# mv [options] sourcel source2 source3 .... directory
T 5 28

-f : force HHIMEM, WHRHGKECEILL, AR EEE &

=i g

-u :

= HiR R SR A ER, Bishin 2R &R
HHIRRECEHFE, H source WEH, 4 &FH (update)

A1

root@HZ-UIS01-UIS Manager:~# ls

UIS.conf

root@HZ-UIS01-UIS Manager:~# mv UIS.conf UIS.conf.bak

root@HZ-UIS01-UIS Manager:~# ls

UIS.conf.bak

root@HZ-UIS01-UIS Manager:~#

9. E4R 5T tar

# tar [-jl-z] [cv] [-f X#44%] filename... <==#HW5E4
# tar [-jl-z] [xv] [-f 3XK%] [-C BAF] <==fE4%i
B

=@
-t

—-X

: ESLAT RO
: BAESTESCHEI N RS AR SR 44
. REGRINTIEE, WTUAERC-c (KE) FEHRSE H T

RRERRZ: -c, -t, -x AATRENHIE—FHELH

-3

-z

-V

-f filename: -f J&HIZESLZFEAACLIH R4

-C Hx : XMNETUNEMIEA, & ZARE HRMS4, AT B X AL
245«

HT I E4

: B bzip2 BISCRREATIRSE/MS40: HINBA RGN * . tar.bz2
: B gzip BISCRREATIRGE/MEIRSE: IR A RN *.tar.gz
: FEFRAE /fRE A A b, R IEAE AR SO 4 B ik
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root@HZ-UIS01-UIS Manager:~# ls

UIS.conf UIS.conf-01 UIS.conf-02

root@HZ-UIS01-UIS Manager:~# tar -czvf UIS.tar.gz UIS.conf*
UIS.conf

UIS.conf-01

UIS.conf-02

root@HZ-UIS01-UIS Manager:~# ls

UIS.conf UIS.conf-01 UIS.conf-02 UIS.tar.gz

AR R4

root@HZ-UIS01-UIS Manager:~# ls

UIS.tar.gz

root@HZ-UIS01-UIS Manager:~# tar -xzvf UIS.tar.gz
UIS.conf

UIS.conf-01

UIS.conf-02

root@HZ-UIS01-UIS Manager:~# ls

UIS.conf ©UIS.conf-01 UIS.conf-02 UIS.tar.gz

7.2.3 RGHXGS

1. BF A Y N#Z-uname

# uname [-asrmpi]

WIS 2

—a: IARGMHXIEE, GFR FNRBIEHLa 5 Tk
-s: RGNZALIK

-r: NEIRAE

-m: RRGIIBEEATR, FlIn 1686 T x86_64 &%

-p: CPU MIRM, H-m KL, HFREERKIE CPU KK
-1 BEFRFE (x86)

24491

root@zZJ-UIS-001:~# uname -a

Linux ZJ-UIS-001 4.1.0-generic #1 SMP Wed Nov 9 02:04:23 CST 2016 x86 64 x86 64 x86 64

GNU/Linux
2. BERERGBoRE S 5% -uptime
24451

root@HZ-UIS01-UIS Manager:~# uptime
17:54:04 up 3 days, 23:28, 1 user, load average: 0.08, 0.12, 0.13

3. EF ARG HIFETL-vmstat

vmstat [-a] [HEE [EHEMRE]] <==cPu/AWFEER

vmstat [-fs] <==HFHIX

vmstat [-S HAL] <==UB% B EdE K s

vmstat [-d] <==HRi#AHx

# vmstat [-p X1 <==5f#HAER

BT 24

-a : i/l inactive/active (WERS®) MM buffer/cache MWAHIH(EER

#
#
#
#
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-f « HITHLBIEATNIE, REGEH] (fork) MRS

-s : CBEEHEA GRHLEBRTALL) S EUN N AR A LA 2R U

-S : JEEATPAERRAL, iERRIIEEEA AL, Flin k/M BUR bytes AR
-d : FIHEESN RS R ESITR

- JEHEAIH X, W RBRZS XERE R ERTR

p H
24491
root@HZ-UIS01-CVKOl:~# vmstat 1 5
proEgg ==—ssosossosoos MEMOLEYSssss s s swap---- ——--- lg==== ==== system--
_____ Cpu-—-————-

r b swpd free buff cache si so bi bo in cs
us sy id wa

1 0 0 60402384 58716 1712736 0 0 15 6 87 116 1 0
98 0

0 0 0 60402500 58716 1712736 0 0 1 0 631 1051 O 0
100 O

0 0 0 60402608 58756 1712752 0 0 0 840 1444 1640 2 0 98
0

0 0 0 60403360 58756 1712760 0 0 2 33 991 1346 0 0 100
0

2 0 0 60400944 58780 1712784 0 0 0 60 2225 1682 0 0 99
0

(1) WHFFE (procs) :

o SFRFBITHIETEE: b ARTHMEEMEFSE; XU 2 AR RGBT R

e WIFE (memory) :
o swpd: MNP HEHIER: free: REFMAHMINARE; buff: H TR
o cache: HITR#ZAT-

(2 WAAEH=E (swap) :

o si: AR TRRFHRGH IR so: T WAEA Z TR H B IRE T 5 A\ BIRESL Y swap A&
AR silso MEME AR K, Fom WAE N IRECE & 5 ERAL 5 FAAEESR LI RIE 2, RGEBCRIR
K.

o RS (o) :
o bi: HIRERE NI X s
o bo: HABIBZMXIEE. WIS WEUERS, RERRGN 1O JEH L.

(3) ARGt (system) :

o in: TRHTWIART IREL: cs: AT IR UIR B XN EUEBOR, RORRE S5
B VA TE R O . X Se i RIS . MR, B BREE

. CPU:

us: JFERZOJE CPU fEAPIRE .

sy: B0 EFMEHK CPURE: id: B KPIRA.
o wa: ZEFF /O FrEe#h it CPU R .
o st: #EIAL (Virtual machine) AT A1) CPU fEAPIRES (2.6.11 BUESCRD

4. BEFG K H1#-ostat

iostat Fi T4t CPU FIRLEL 1/0 MR MG E R .

(¢]

(¢]
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#iostat [ZH0] (I [H)
WIS 24
-c R cPU QB R, S5-d EHESF.
-d NERHESIHER, S-c B ESF.
-k LA KB NN BN RSB KA, BA R
-m Pl MB NHALEIR
-N BRREAES] (LvM) FE
-n IR NES fEAEG
-p M) H-x @WHHF, HTERIEZEKERGE T XNSEIHEE. WbE-p FiEE—M&R&%, W:# iostat -p
/dev/sda
-t fER BRI, T B AR i (A
-x WRHEEE
-V BRMAER
LR
e  avg-cpu E:
o Y%user: £ P ZonlizdT Frfl i CPU I H 7 b .
o %nice: nice #EAEFT I CPU B FI 73 EE.
o %sys: 1 &4 45 (kernel iz AT firfdi ] CPU B 73 L.
o %steal: FHFEFHEY 7 — ML EEZET, B CPU TR IR SRR 8] 7 73 Lo
o %iowait: CPU ¢t {4 1/O I, Bt i CPU A /3Lt
o %idle: CPU = [N B [a] (1) 71 43 b o
e  Device £:
o tps: BERD N RILEIM 110 TEKEL.
o Blk_read /s: HEFPiszHL ] block %4 .
o Blk_wrtn/s: &5 A1 block %4,
o Blk_read: 1% AR block 2%,
o BIk_wrtn: 5 A\H block &44.

Z
o JoF%iowait AL S, R TRELE OB, %idlefis, &7 CPURZTIH,
o o R%idle AFLFE G EIRE, A THECPUSANRANA, LI EkNEES.

o %idle A4 R H AT 10, AR 2A F48) CPU LA A raxt ik, KA RATRE ZMAGT
&2 CPU,

iostat % Hi 15 H 15 1 -

e  Blk_read: BABRIIMELL

e Blk_wrtn 5 ABLHEEL.

e  kB_read/s: TR MNIRBNELARIEAE =, BAH K.
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e kB_wrtn/s: RIS AKEHE R, BAH K.

e kB_read: IAMEIRSE, BANK.

e kB_wrtn: HAMEHESE, HAN K,

o rrgm/s: BHENIEREGIE, TR RIEBBZMENE KA.

o wrgm/s: HENIFEREIGE, B RIEBIR AN S NG REL.

o r/s: HRRKIEB|R AN REL

o wis: BRRIEBIRAMENERE.

e rsecls: RPN NIIEIXEL.

e wsec/s: TRHBES NINEX .

o rkB/s: BRI ANMEI R, BAH K.

e wkB/s: HRHEAEANNEIEE, BN K.

e avgrg-sz: KIEFIEAMIERIFIRAN, BAERIX .

e avgqu-sz: KIEBEAMTE R FEIAGIKEE .

o await: /O WERFIHPATETE], ALHERIEE RFHATHIRS ], AR,

o svctm: RIZEFEAM VO WERKFHPATIE, HALREZF.

o %util: 7E /O WERAKIERIBE&IAN, 5H CPURRIK A, M TERE&EMREAMA, X
IXAMEFEIL 100% ], o< Be & 58 28 5

24451«
root@HZ-UIS01-CVKOl:~# iostat
Linux 3.13.6 (HZ-UIS01-CVKO01) 12/16/2015 _x86_64 (24 CPU)
avg-cpu: %user $nice %$system %iowait $steal $idle

20.48 0.00 3.48 0.23 0.00 75.80
Device: tps kB read/s kB _wrtn/s kB read kB_wrtn
sda 10.17 1.76 269.57 1309400 201017740
sdb 16.43 181.78 202.21 135552881 150792613

AT “iostat -d -x -m /dev/sdb 15”7 w4 EFE “/devisdb” &£ MIVEAEE .

o (HZ-LAS01-C J 2/16; 5 36_6< 24 CRU)

5. Mk EE M aE-dd

# dd [option]

SEAUESE S €

o if=file: BN, SRENFSHERIA .

o of=file: Hth (4, Sk ubrERi .
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o  ibs=bytes: —Xif bytes NFAT (El—ANHLA/N AN bytes 741D,

o  obs=bytes: —Ik5 bytes N H (Bl—ANHk/NA bytes 735 .

e  bs=bytes: [FlEILZEHRIIK/NN bytes , #[{LE ibs 1 obs.

e  cbs=bytes: —k#i#t bytes M7, BEIFEHEM X KN,

e  skip=blocks: MHACHFKBkIT blocks N5 FH 4R il .

e seek=blocks: MHirH SCIFFF LBkt blocks ANMEE BT M. GEF XA M SCr2 it
B IS A RO

e  count=blocks: 1¥#% Il blocks M, HK/NET ibs i 57741

e  conv=ASCIl: ! EBCDIC f4#: ik ASCII %,

e conv=ebcdic: 1% ASCII %% ¥4 EBCDIC .

e conv=ibm: 2 ASCII ¥4 alternate EBCDIC 4.

e conv=block: ALH{LHEH I E 71 o

e conv=ublock: H[E & {7 E4 e AR BT .

e conv=uUlSe: {FRH/NGHHENKE.

e conv=lUISe: 7B KEH#AN/NE.

e conv=notrunc: AN#SEHIH IS

e conv=swab: AZHulE—XHIA TN,

e conv=noerror: H AV IEALEE,

e conv=sync: HEREAMHIANILKIR/NEFAR] ibs 1)K/ (A NULIETRD .

i EE RN, RERCT T DUR S AT A R AR DU B O 7 =512, c=1, k=1024, w=2,
xm=number m, kB=1000, K=1024, MB=1000*1000, M=1024*1024, GB=1000*1000*1000,
G=1024*1024*1024

6. EEAF-free

# free [-bl-k|-m|-g] [-t]

LIS 24

o -b: HEEA free i, WIRMHALRE Kbytes, Al b(bytes), m(Mbytes) k(Kbytes), &
g(Gbytes) K IR

o -t: EHIHMRALR, BoRYHENAAE swap B E.

241
root@HZ-UIS01-CVKOl:~# free
total used free shared buffers cached
Mem: 65939360 4208888 61730472 0 83224 277944
-/+ buffers/cache: 3847720 62091640
Swap: 10772220 0 10772220

157



7.2.4 BPRHEXHGS

1. ¥ A PEf4H-groupadd

# groupadd [-g gid] groupname

LIS S

-g: JalHEFEAREE R GID

24451

root@HZ-UIS01-CVKOl:~# groupadd —-g 1000 it

root@HZ-UIS01-CVKOl:/etc# more /etc/group | grep it
it:x:1000:

2. MERF ~&f4H-groupdel

# groupdel groupname

24491

root@HZ-UIS01-CVKO1l:/etc# more /etc/group | grep it
it:x:1000:

root@HZ-UIS01-CVKOl:/etc# groupdel it
root@HZ-UIS01-CVKOl:/etc# more /etc/group | grep it
root@HZ-UIS01-CVKO1l:/etc#

3. #&mA F-useradd

# useradd [-u UID] [-g ¥EAHE4L] [-G RERM] [-m/M] [-d KHZLNHIE] [-s shell] username
LIS S 4

e -u: JEIHHEEEERZE UID

o -g: JRIHHEMEYIIRTFA

o -G: JEIHHEMAALNRZAMKTIER LN R

o -M: 9|, ANEEHRHZ

e -m: 9EA, BIVHIEHR

o -d: FHERNHFNFHF

e -s: JEl#E—Ashell, # A BT NEIAZ /bin/bash

ESUF

root@HZ-UIS01-CVKOl:~# useradd -u 1000 -g it -m -d /home/it-user0l -s /bin/bash it-user01l
root@HZ-UIS01-CVKOl:~# more /etc/passwd | grep it-user0Ol
it-user01:x:1000:1000::/home/it-user0l:/bin/bash

root@HZ-UIS01-CVKOl:~# 1ls /home/

it-user01

4. & A F-userdel

# userdel [-r] username
HIE S

-r: EFRM K H M ER
245«

root@HZ-UIS01-CVKOl:~# userdel -r it-userOl
root@HZ-UIS01-CVKOl:~# more /etc/passwd | grep it-user0Ol
root@HZ-UIS01-CVKOl:~# 1ls /home
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root@HZ-UIS01-CVKO1l:~#

5. & & A P #H5-passwd

passwd [-1] [-u]l [--sdtin] [-S] [-n H¥ [-x H#] [-w H¥) (-1 HH) username
YL B4

. -1 : f Lock MEME, &% /etc/shadow FREBATH N ! REMEK

. -u @ 5-1 M%, & Unlock MIEE

. -5 : FIHEFEIEAHXSE, RN shadow AR MK 5 B
° -n : JEHETERE, ZAANTEEUELRE

. -x ¢ EHEERE, 2 ANLAUESUETY

) -wos JEIERE, B A ) R

. -1 JEMEE TH#L , iR EH

25451«

root@HZ-UIS01-CVKOl:~# more /etc/passwd | grep it-user01l
it-user01:x:1000:1000::/home/it-user0l:/bin/bash
root@HZ-UIS01-CVKO1l:~#

root@HZ-UIS01-CVKOl:~# passwd it-user01l

Enter new UNIX password:

Retype new UNIX password:

passwd: password updated successfully

6. Y11 F-su

su [-1m] [-c #§%] [username]

URYIRSE S8

o - BAEH] <27, 40 [ su- ] AREAEH login-shell 12RO LT 2OR BN R 58
. A AR I b2, MAREDIA root 1 £

o -l 5 7R HEME EMMYIREEHEKS ! 2 login-shell 175,

e -m: -m 5-p—FH, Fox MEHHRHEEEE, A SPCHH A H 2 il E SCrr
o -c: AT —X$E4A, FrLh-c /AN B4 .

25451

root@HZ-UIS01-CVKOl:~# su - it-user01l

it-user01@HZ-UIS01-CVKOl:~$ exit

logout

it-user01@HZ-UIS01-CVK0l:~$ su - root

Password:

root@HZ-UIS01-CVKO1l:~#
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7.25 XHEEMHEXGS

AT
*OERCH

X
fé

P, Al AT PR g I 5 1 e ]

/—)%\

(—Aﬁ
-TWXI-XI-X | ftpadm  fip 479 10 J] 26 17:28 README

il A AR HJI?. .ﬁfHTé’: SR il&#’:
S FTRR
F PR

R AE ARG LB
|

Z il QO
ez
WRWEE  MEFEE A
CEE aTERE MR

1. B A P E#4E-chgrp

# chgrp [-R] #% HZF/XH

IS 24

-R 1 #4738 H(recursive) MEFEEAE L, RIERIRH &N IIBTE X H FEE B X N HE4L.
25451

root@HZ-UIS01-CVKOl:/home/it-user0l# 1ls -1

total 4

drwxr-xr-x 2 it-user0l it 4096 May 30 15:44 testFile
root@HZ-UIS01-CVKOl:/home/it-user0l# chgrp root testFile
root@HZ-UIS01-CVKOl:/home/it-user0l# 1ls -1

total 4

drwxr-xr-x 2 it-user0l root 4096 May 30 15:44 testFile

2. BERHEHEVA A E-chgrp

# chown [-R] HFP XfFEHZ
# chown [-R] AP :H% CHFEHZ

EIS S
-R: #ATi8 H(recursive) I FFEEAR T, BIE RV H T W ATE SRS 2
24451

160



root@HZ-UIS01-CVKOl:/home/it-user0l# 1ls -1

total 4

drwxr-xr-x 2 it-user0l it 4096 May 30 15:44 testFile
root@HZ-UIS01-CVKOl:/home/it-user0l# chown root:root testFile
root@HZ-UIS01-CVKOl:/home/it-user01l# 1ls -1

total 4

drwxr-xr-x 2 root root 4096 May 30 15:44 testFile
root@HZ-UIS01-CVKOl:/home/it-user01#

3. IE RIS R /B 1% -chmod

# chmod [-R] xyz XfFERHZ

LIS S

o xyz: BFRAMBIREYE, A rwx J&HEEUE A D

o -R: i TiEH(recursive)iFa A T, RIE AR H 3N A U AR B4
Z5451)

root@HZ-UIS01-CVKOl:/home/it-user0l# 1ls -1

total 4

drwxr-xr-x 2 it-user0l it 4096 May 30 15:44 testFile
root@HZ-UIS01-CVKOl:/home/it-user0l# chmod 777 testFile
root@HZ-UIS01-CVKOl:/home/it-user0l# 1ls -1

total 4

drwxrwxrwx 2 it-user0l it 4096 May 30 15:44 testFile
root@HZ-UIS01-CVKOl:/home/it-user0l#

7.2.6 #HEHXHS

1. hSEFH#HIET K -top
# top [-d #F] | top [-bnp]
LIS 24
o -d: JEI AT DAFERDEL, AR BRI T R AR BRI 5 s
o b DHIRIGTTPAT top. I 2 R HE I EE- T e SRR LR IR 45 S R SR
e -n: H-b M, FHATJLIK top kAR .
o -p: FREHRLA PID RIEATHLE RN
£ top AT IR 24 ] DAATF )b 15 2
o ?: BURTE top MR LU NI R 4
e P DLCPU B HZIEHET S
e M: Bl Memory [l F R IEHET Sox
N : DL PID SkHEF
T: R CPU I 24T (TIME+) HEfF
k: &FAPID /M55
: a3 PID EHHIIT—A nice {H
o q: BJT top Mt
2545«

top - 17:40:48 up 2:13, 1l user, load average: 0.45, 0.55, 0.66

-
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Tasks: 257 total, 1 running, 256 sleeping, 0 stopped, 0 zombie

Cpu(s): 0.6%us, 0.1%sy, 0.0%ni, 99.2%id, 0.0%wa, 0.0%hi, 0.0%si, 0.0%st
Mem: 65939360k total, 5703848k used, 60235512k free, 85832k buffers
Swap: 10772220k total, 0Ok used, 10772220k free, 1746992k cached
PID USER PR NI VIRT RES SHR S %CPU S$SMEM TIME+ COMMAND
4939 root 20 0 4583m 1.3g 4728 S 12 2.1 17:36.67
kvm
4874 root 20 0 4520m 908m 4576 S} 5 1.4 11:54.61 kvm
4043 root 20 0 10.9g 402m lém S 1 0.6 13:43.34
java
2370 root 20 0 23676 2168 1316 S 0 0.0 0:30.29
ovs-vswitchd
3184 root 20 0 15972 744 544 S 0 0.0 0:04.78
irgbalance
1 root 20 0 24456 2444 1344 S 0 0.0 0:04.07
init
2 root 20 0 0 0 0 S 0 0.0 0:00.00
kthreadd
3 root 20 0 0 0 0 s 0 0.0 0:00.07
ksoftirgd/0
6 root RT O 0 0 0 S 0 0.0 0:00.00
migration/0

BoRAE B

o AT HEIMIE, RGIFHLEIH RTONIELE R, CEERRGENH S AL KRG
1,5,15 4P F A, MR AGHNE, HaT 1 NHFEERERGNETF AL TE
hio

o HTAT: TWEXIENE zombie, WHRIZEARE 0, FTFESPEMAHFEARRE S HET .

o EE=AT: IR CPU MBAR 3. H50 T ZOERE%wa, 83K /0 wait, il RGL1E A2
/0 7=

o AR K,

o BEVUATRIZEAAT: BoR AT N REILNAE (Mem/Swap) RN, 722
swap I HEZRERD. & F swap i KEMEH, R\RGAIYE N AZLIEA L .

Top I FF865r, SWonBENMERERSIREN, 75BN,

e PID: HAHREMID

e  USER: HEFEMIfEH %

e  PR: Priority, FEFMMRAEHAEE, B INER YT

e NI nice WS, 5 Priority B¢, 2k Nk BT

e %CPU: CPU i fii

e %MEM: WEHIMEFHZ

e TIME+: CPU f{# Ff (it e £

4. AR —HENEE.

root@HZ-UIS01-CVKOl:~# top -d 2 -p 4939

top - 08:59:13 up 17:31, 1l user, load average: 0.75, 0.70, 0.58
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Tasks: 1 total, 0 running, 1 sleeping, 0 stopped, 0 zombie

Cpu(s) : 0.1%us, 0.1%sy, 0.0%ni, 99.8%id, 0.0%wa, 0.0%hi, 0.0%s1i, 0.0%st
Mem: 65939360k total, 6484728k used, 59454632k free, 229880k buffers
Swap: 10772220k total, 0Ok used, 10772220k free, 1995728k cached
PID USER PR NI VIRT RES SHR S $%CPU SMEM TIME+ COMMAND
root 20 0 4583m 1.5g 4728 S 2 2.4 100:48.79 kvm

2. BASERHIE ps

# ps aux <==MWRGHANEFEE

# ps -1A <==tREEEMEIHE RENELE
# ps axjf <==31%& R T2 PIRES

I 24

A BT IR R H Sk

-a: N5 terminal G R HI AT A BHE

-U s AR AR OGRS

X : BHES aRX NS, IREBGEEE R

it 3

| B B PID 195 B A1 H

jo TARMR

o A B SE R A

24 HoxEC bash [,

root@HZ-UIS01-CVKOl:~# ps -1

F S
4 R
ps

4 S
bash

UID PID PPID C PRI NI ADDR SZ WCHAN TTY TIME CMD
0 11338 32857 O 80 0 - 2102 = pts/2 00:00:00
0 32857 32797 0 80 0 - 5428 wait pts/2 00:00:00

i ps -1 A H#IEAET (bash) fRMIFEFINC, JRER LR 22 H QM bash, M
17 A4 3] init 2R .

F: RS E. 4, BRBEFHBURA root; 1, KRt FREFPAEHTES] (fork) T
A SLBRAT (exec)s

S: RHFEIPIRAE . R, Running; S, Sleep; D, ANAI#kMafg i BEIRIRES, 8 W ZHFE1E
E17 110,

T, Stop: Z, Zombie f& ) IRA, FEF CALILHETIEEER BN AEIL.

UID/PID/PPID: i

C: CPU M .

PRI/NI: Priority 1 Nice.

ADDR/SZWCHAN: #5 N7 <. ADDR 2 AbHEFELE 77 HIWRN 384y, W% Running.,
—f R “-7 SZ, FoRM#REHEZ /N WCHAN, FoRiE T SEiTH.

TTY: BEAZRLmPAIE, HAEFEENNEHAZ%mE N (pts/2).

CMD: command 1455 .

B RoRPTA IR
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1.2.7

root@HZ-UIS01-CVKOl:~# ps aux

USER PID SCPU SMEM VSZ RSS TTY STAT START TIME COMMAND

root 1 0.0 0.0 24572 2484 ? Ss 11:20 0:04
/sbin/init

root 2 0.0 0.0 0 0 ? S 11:20
0:00 [kthreadd]

root 3 0.0 0.0 0 0 ? S 11:20
0:00 [ksoftirgd/0]

root 6 0.0 0.0 0 0 ? S 11:20
0:00 [migration/0]

root 7 0.0 0.0 0 0 ? S 11:20
0:00 [watchdog/0]

root 8 0.0 0.0 0 0 ? S 11:20
0:00 [migration/1]

.................. SRR S

root 55719 1.0 0.0 71272 3520 ? Ss 17:42 0:00
sshd: root@pts/3

root 55752 8.6 0.0 21712 4204 pts/3 Ss 17:43 0:00 -bash
root 55927 0.0 0.0 16872 1284 pts/3 R+ 17:43 0:00 ps
aux

root 62570 0.0 0.0 0 0 ? S 14:43
0:00 [kworker/7:2]

root 62840 0.0 0.0 0 0 ? S 16:40
0:00 [kworker/u:0]

Rhl. BELARER.

root@HZ-UIS01-CVKOl:~# ps -fu mysqgl

UID PID PPID C STIME TTY TIME CMD
mysql 3144 1 0 11:21 ? 00:00:46 /usr/sbin/mysqgld
3. HRETE-kKIl

# kill -signal PID

Signal FE4n T

e 1 SIGHUP: JHzhZ& LML, mikiZ PID SEFEE H O otk RBERHE.
e 9 SIGKILL: R Wi —MFEFIIEAT .

e 15 SIGTERM: IEH KL HRFRT RL L ZRET.

By =P Sy

1. EFMF{ER-ifconfig
2% BAERGCEHMR, 4 “ifconfig”.

root@HZ-UIS01-CVKOl:/etc/network# ifconfig

ethO Link encap:Ethernet HWaddr 2C:76:8A:5B:3F:A0
UP BROADUIST MULTIUIST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Interrupt:26 Memory:£6000000-f67ff£f£ff

ethl Link encap:Ethernet HWaddr 2C:76:8A:5B:3F:A4
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UP BROADUIST MULTIUIST MTU:1500 Metric:1

RX packets:0 errors:0 dropped:0 overruns:0 frame:0

TX packets:0 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)

Interrupt:28 Memory:£f4800000-f4ffffff
............... N A
BERGITAME, e “ifconfig-a”, ZmSMITHIRGIA MM FEER, BEHAREHHMN
+.

2. TENRMAEM-EER, @4 “ifconfig MK42 7,
root@HZ-UIS01-CVKOl:/etc/network# ifconfig vswitch2
vswitch2 Link encap:Ethernet HWaddr 2C:76:8A:5D:DF:A0
inet addr:192.168.1.11 BUISt:192.168.1.255 Mask:255.255.255.0
inet6 addr: fe80::2e76:8aff:fe5d:dfal0/64 Scope:Link
UP BROADUIST RUNNING PROMISC MULTIUIST MTU:1500 Metric:1
RX packets:1134578 errors:0 dropped:7658 overruns:0 frame:0
TX packets:1013948 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:165047129 (157.4 Mb) TX bytes:111771007 (106.5 Mb)
Rfl: FhK IR .
# ifconfig vswitch2 down
%fl: FRhRsR k.
# ifconfig vswitch2 up

2. FHREME (EFMRRERRS)E, ZREER
# ifconfig vswitch2 192.168.2.12 netmask 255.255.255.0
P VEIRR S

# /etc/init.d/networking restart

2500 N T K AWMRE BRI E, 7524 vi TEESM-KEE X (letc/network/interfaces),
1B 75 BT S R AR

auto vswitch2
iface vswitch2 inet static
address 192.168.1.11
netmask 255.255.255.0
network 192.168.1.0
broadUISt 192.168.1.255
gateway 192.168.1.254
# dns-* options are implemented by the resolvconf package, if installed
dns-nameservers 192.168.1.254
auto eth2
iface ethO inet static
address 0.0.0.0
netmask 0.0.0.0

2. ERYBEMF152-ethtool

root@UIS-CVKO2:~# ethtool ethl
Settings for ethl:
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Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full
1000baseT/Half 1000baseT/Full

Supported pause frame use: No
Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Half 1000baseT/Full

Advertised pause frame use: Symmetric

Advertised auto-negotiation: Yes

Link partner advertised link modes:

100baseT/Full

Link partner advertised pause frame use: No
Link partner advertised auto-negotiation: Yes
1000Mb/s

Full

Speed:
Duplex:
Port: Twisted Pair
PHYAD: 1
Transceiver: internal
Auto-negotiation: on

MDI-X: on

Supports Wake-on: g

Wake-on: g

0x000000ff

Current message level: (255)

10baseT/Half 10baseT/Full

100baseT/Half

1000baseT/Full

drv probe link timer ifdown ifup rx err tx err

Link detected: yes
3. EEME{ER-netstat
# netstat -[atunlp]
LIS 24
. -a: BHI RS LA MBNL. 50T, Socket ZE#IF Hi ok
. -t FIH tep WL IR
. -u: S udp M4 ELEEE

. -n Pl 5 SRR S5
o -l B H AT AT IR S5

o -p: FIHIZARFHEERE PID 55
2e5]. EE ] 8080 i Ik 55 I 28 JEFE AR 12

root@HZ-UIS01-CVKOl:/etc/network# netstat -an | grep 8080

tcp6 0 0 :::8080 383%

tcp6 0 0 192.168.1.11:8080 10.165.136.197:55954
tcp6 0 0 192.168.1.11:8080 10.165.136.197:55989
tcp6 0 0 192.168.1.11:8080 10.165.136.197:55990
tcpb6 0 0 192.168.1.11:8080 192.168.1.211:53366

tcpb6 0 0 192.168.1.11:8080 192.168.1.211:54850
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2. BEAGNHHELR.

root@HZ-UIS01-CVKOl:/etc/network# netstat -rn
Kernel IP routing table

Destination Gateway Genmask Flags MSS Window irtt Iface
0.0.0.0 192.168.1.254 0.0,0,0 UG 0 0 0
vswitch2

192,168,110 0.0.0.0 255.255.255.0 U 0 0 0 vswitch2
192.168.2.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch-storage
192,168 ,.3.0 0,0,0.0 255.255.255.0 U 0 0 0 vswitch-app
4. ME-tcpdump

tcpdump

WIS 24

. a:%@%ﬂﬁﬁf%ﬂﬁ%%&%?

. o KEULECAE B A RS BANATTRE W6 BRAR I S i 3045 H

o -dd: FULECHEEERMAIEL ¢ iE 5 Bk gt
o -ddd : HFULHECHE S A AIARY DL R U4

o -e: TERIHVTITENH HE RN K EE R

o -t TEHNHIIRE AT AT EER

o v HIHITEAIRIRICE R

o -c: fEWEHREMEKEH)S, tecpdump Bt f5 1L

. : FRE BT M 4 2
o -w: HEBEEAIMH, IADHATEIHIK
241

tcpdump -i vswitch2 -s 0 -w /tmp/test.cap host 200.1.1.1 &

5. ﬁ%:uﬂ%ﬁﬂ-l‘oute
24, BoaBiBER, w4 “route -n”,

root@HZ-UIS01-CVKOl:/etc/network# route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 192.168.1.254 0.0.0.0 UG 100 0 0 vswitch2
192.168.1.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch2
192.168.2.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch-storage
192.168.3.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch-app

244 AN IA) “10.10.10.0/247 M I ER S B (S S .

# route add -net 10.10.10.0 netmask 255.255.255.0 gw 192.168.2.254
root@HZ-UIS01-CVKOl:/etc/network#
root@HZ-UIS01-CVKOl:/etc/network# route -n

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface

0.0.0.0 192.168.1.254 0.0.0.0 UG 100 0 0 vswitch2
10.10.10.0 192.168.2.254 255.255.255.0 UG 0 0 0 vswitch-storage
192.168.1.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch2
192.168.2.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch-storage
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192.168.3.0 0.0.,0,0 255.255.255.0 U 0 0 0 vswitch-app
A MIEREF S HE R .

# route del -net 10.10.10.0 netmask 255.255.255.0 gw 192.168.2.254
root@HZ-UIS01-CVKOl:/etc/network# route -n

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface

0.0,0,0 192.168.1.254 0.0.0.0 UG 100 0 0 vswitch2
192,168,110 0,0.,0,0 255.255.255.0 U 0 0 0 vswitch2
192.168.2.0 0.0.0.0 255.255.255.0 U 0 0 0 vswitch-storage
192,168 ,.3.0 0.0,0,0 255.255.255.0 U 0 0 0 vswitch-app

WS HPAT A E RSB HE R, (MR EREINAT, R T ERALER, TR Z 4
IR RGE s AT, M RGAEH S BT % 4.

BREIFONME VIS R4 a &, @it vi TR, 4wfE “letcirc.local” (A4, Bl “vi /etc/rc.local”,
TESTHF I SCRE R AN ey 2o I SE G 5 B 8 R GERL

root@HZ-UIS01-CVKOl:/etc/network# vi /etc/rc.local

#!/bin/sh -e

#

# rc.local

#

# This script is executed at the end of each multiuser runlevel.
# Make sure that the script will "" on success or any other

# value on error.

#

# In order to enable or disable this script just change the execution
# bits.

#

# By default this script does nothing.

route add -net 192.168.5.0 netmask 255.255.255.0 gw 192.168.2.254

ulimit -s 10240

ulimit -c 1024

touch /var/run/h3c UIS cvk
/usr/bin/set-printk-console 2

exit 0

7.2.8 HEEXGL

1. ERUERERER-f

# df [-ahikHTm] [ H3REOH)

I 25

o -a: FIHMATARISUE RS, B RSGRFA M/proc M RS

e -k: LLKBytes MR ERELIIRS

e -m: Ul MBytes HI& & ER% MRS

e -h: DIAATE S REEN GBytes, MBytes, KBytes &54% 3 [ 17 R
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e -H: Bl M=1000K B4t M=1024K (#3777 20

o T EFNZSIXHISC RGE AT U ext3) 51 H
o i AHHERAE, MiLlinode FI¥E KR ER
24 B XAEEER.

root@HZ-UIS01-CVKOl:/etc/network# df -h

Filesystem Size Used Avail Use$% Mounted on
/dev/sdal 28G 2.4G 256G 9% /

udev 32G 4.0K 32G 1% /dev

tmpfs 13G 396K 13G 1% /run

none 5.0M 0 5.0M 0% /run/lock
none 32G 17M 32G 1% /run/shm
/dev/sda6 241G 48G 181G 21% /vms

] BAERIR T XS RGER

root@HZ-UIS01-CVKOl:/etc/network# df -Th

Filesystem Type Size Used Avail Use% Mounted on
/dev/sdal ext4 28G 2.4G 25G 9% /

udev devtmpfs 32G 4.0K 32G 1% /dev

tmpfs tmpfs 13G 396K 13G 1% /run

none tmpfs 5.0M 0 5.0M 0% /run/lock
none tmpfs 32G 17M 32G 1% /run/shm
/dev/sda6 ext4 241G 48G 181G 21% /vms

2. EEMEFERERFER-du

# du [-ahskm] SCHFEUH 4

bl ESE S8

o -a: FIMFTERFEH A E, FOVEIAM ST H SRR SO E T 2
e -h: DB SEHKAEERIL(G/M) IR

e -s: FIHEEMC

e -S: MEFETHXTWSI, H-sA izl

e -k: DlKBytes 5| & R

e -m: Ul MBytes ¥ & TR

25451«

root@HZ-UIS01-CVKO1l:/vms# du -sh *

15G images

11G isos

16K lost+found

3.4G rhel-server-6.1-x86 64-dvd.iso
4.0K share

4.0K share-test

17G templet

4.0K test

3. FEFE X -fdisk
# fdisk [-1] MEHELALZR
I 554
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-l e B S TR T B XA

HAH “fdisk -17 B, RGO SICEAN RGN BE Y R B FTA AR R 70 XCEA R
ESUF

root@HZ-UIS01-CVKOl:~# fdisk -1

Disk /dev/sda: 300.0 GB, 299966445568 bytes

255 heads, 63 sectors/track, 36468 cylinders, total 585871964 sectors

Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 262144 bytes / 262144 bytes

Disk identifier: 0x00051ce2

Device Boot Start End Blocks Id System
/dev/sdal b 512 58593791 29296640 83 Linux

/dev/sda?2 58594302 585871359 263638529 5 Extended

Partition 2 does not start on physical sector boundary.

/dev/sda5 58594304 80138751 10772224 82 Linux swap / Solaris
/dev/sda6 80139264 585871359 252866048 83 Linux

Disk /dev/sdb: 4294 MB, 4294967296 bytes

133 heads, 62 sectors/track, 1017 cylinders, total 8388608 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: 0x00000000

Disk /dev/sdb doesn't contain a valid partition table

28450 Rt e X .

root@HZ-UIS01-CVKOl:~# fdisk /dev/sdb

Device contains neither a valid DOS partition table, nor Sun, SGI or OSF disklabel
Building a new DOS disklabel with disk identifier Oxeb665aa3.

Changes will remain in memory only, until you decide to write them.

After that, of course, the previous content won't be recoverable.
Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

Command (m for help): m

Command action

a toggle a bootable flag

b edit bsd disklabel

@ toggle the dos compatibility flag

d delete a partition iR —A X

1 list known partition types

m print this menu

n add a new partition “HiE—4KX”

o create a new empty DOS partition table

print the partition table “fERFITEINX(ER”
g quit without saving changes “/MRAMESEH fdisk”
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s create a new empty Sun disklabel
t change a partition's system id

u change display/entry units

v verify the partition table

w write table to disk and exit “fRFAECE(SSEIFEIT”

X extra functionality (experts only)

Command (m for help): p

Disk /dev/sdb: 4294 MB, 4294967296 bytes

133 heads, 62 sectors/track, 1017 cylinders, total 8388608 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: Oxeb665aa3

Device Boot Start End Blocks Id System

Command (m for help): n “¥&E—N4HKX”
Partition type:
o) primary (0 primary, 0 extended, 4 free)
e extended
Select (default p): p “EFZFTXNEHSKX”
Partition number (1-4, default 1): 1 “4X%5”
First sector (2048-8388607, default 2048): “WESXMKIHHX"
Using default value 2048

Last sector, +sectors or +size{K,M,G} (2048-8388607, default 8388607): 4000000

Je e X7
Command (m for help): n
Partition type:
o) primary (1 primary, 0 extended, 3 free)
= extended
Select (default p): p
Partition number (1-4, default 2): 2
First sector (4000001-8388607, default 4000001): “¥rE X MELEmHIX "
Using default value 4000001

Last sector, +sectors or +size{K,M,G} (4000001-8388607, default 8388607):

jQ/J\ ”
Command (m for help): p “FHINXEE”

Disk /dev/sdb: 4294 MB, 4294967296 bytes

133 heads, 62 sectors/track, 1017 cylinders, total 8388608 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: Oxeb665aa3

Device Boot Start End Blocks Id System

+500M

/dev/sdbl 2048 4000000 1998976+ 83  Linux “HEMIHX”
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/dev/sdb2 4000001 5024000 512000 83  Linux “HEMNSX”

Command (m for help): w CARTE o X BT
The partition table has been altered!

Calling ioctl() to re-read partition table.
Syncing disks.
284 FTEPHEEL 4 X A5 B o

root@HZ-UIS01-CVKOl:~# fdisk -1 /dev/sdb

Disk /dev/sdb: 4294 MB, 4294967296 bytes

133 heads, 62 sectors/track, 1017 cylinders, total 8388608 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: Oxeb665aa3

Device Boot Start End Blocks Id
/dev/sdbl 2048 4000000 1998976+ 83 Linux
/dev/sdb2 4000001 5024000 512000 83 Linux

4. HEMEK-mkfs

# mkfs [-t XCARGMHA] WEBK

URYIRSE S8

-t ARG, Bl ext2. ext3. extd. ocfs2 %K.
245 K “/devisdb1” %ty ex3 1 U M R4t

root@HZ-UIS01-CVKOl:~# mkfs -t ext3 /dev/sdbl
mke2fs 1.42 (29-Nov-2011)
Filesystem label=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
125184 inodes, 499744 blocks
24987 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=515899392
16 block groups
32768 blocks per group, 32768 fragments per group
7824 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912

Allocating group tables: done
Writing inode tables: done
Creating journal (8192 blocks): done

Writing superblocks and filesystem accounting information: done
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root@HZ-UIS01-CVKO1l:~#
2441 : K5 “/devisdb1” UL ocfs2 #% 2 U R4

root@HZ-UIS01-CVKOl:~# mkfs -t ocfs2 /dev/sdb2
mkfs.ocfs2 1.6.3

Cluster stack: classic o2cb

Label:

Features: sparse backup-super unwritten inline-data strict-journal-super xattr
Block size: 1024 (10 bits)

Cluster size: 4096 (12 bits)

Volume size: 524288000 (128000 clusters) (512000 blocks)
Cluster groups: 17 (tail covers 5120 clusters, rest cover 7680 clusters)
Extent allocator size: 2097152 (1 groups)

Journal size: 16777216

Node slots: 2

Creating bitmaps: done

Initializing superblock: done

Writing system files: done

Writing superblock: done

Writing backup superblock: 0 block(s)

Formatting Journals: done

Growing extent allocator: done

Formatting slot map: done

Formatting quota files: done

Writing lost+found: done

mkfs.ocfs2 successful

root@HZ-UIS01-CVKOL : ~#

5. fiE M E-fsck

# fsck [-t XHRZGHA] [-acay] BRLHK

LIS S

o -t TREXMRGEA, AYETH Linux 248 E3hi%E superblock 2540 7l S0 R 45257,
PRI 3 AN R EZ S H

o -A: {k#fi/etc/fstab FINES, K E MR —k, @E VLR SHAT LIRS .

o -a: HZBERAEINNA B EX, FUIRAH—EiZy #.

o -y: H-aZfl, HEEEIFRFSLFF-y XS

o -C: WMERAERERED, MH—NETTERERHET#EE.

2845 XF “/devisdbl” AL Sy X AT ARG A .

root@HZ-UIS01-CVKOl:~# fsck -C /dev/sdbl

fsck from util-linux 2.20.1

e2fsck 1.42 (29-Nov-2011)
/dev/sdbl: clean, 11/125184 files, 16807/499744 blocks

6. W% -mount

# mount [-t MMFFRZHEN] [-L Lable #4] [-o FINEI] [-n] MR AH HES

TS S5

o -a : IKIEHCE X M/etc/fstba R I A AR B IR A ok
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o -l HAEYHIA mount 2 ok HETEEEAE R, k- nIHgin% Lable 44 5.
o -t WU ESCHE RGBT E AR R AR A,
o -n: EBUAMTENT, RGN SR SERREEITE LS S Netc/mtab /1, DR H AR 7 1)

g

BT,
o L : ARG TRHRE LA, @] LA S R G bRk ARk EFEHE R .
o -l JEIHIV DA USERE A AN LS. kS A, SRR A

24 B3 “/devisdb1” F| “/mnt”.

root@HZ-UIS01-CVKO1l:~# mount /dev/sdbl /mnt
root@HZ-UIS01-CVKOl:~# df -Th

Filesystem Type Size Used Avail Use% Mounted on
/dev/sdal extd 28G 5.7G 21G 22% /

udev devtmpfs 32G 4.0K 32G 1% /dev

tmpfs tmpfs 13G 408K 136G 1% /run

none tmpfs 5.0M 0 5.0M 0% /run/lock
none tmpfs 32G 17M 32G 1% /run/shm
/dev/sda6 ext4 241G 48G 181G 21% /vms

/dev/sdbl ext3 1.9G 35M 1.8G 2% /mnt

7. EEiEE-umount

# umount [-fn]HiR A4

LIS 24

o -f : SEMIEIE! FTCARHTERMIMSE SO RS (NFS) oyl & o T s
e -n: AREHi/etc/mtab 1E T EHIE

SR

root@HZ-UIS01-CVKOl:~# df -Th

Filesystem Type Size Used Avail Use$% Mounted on
/dev/sdal ext4 28G 5.7G 21G 22% /

udev devtmpfs 32G 4.0K 32G 1% /dev

tmpfs tmpfs 13G 408K 13G 1% /run

none tmpfs 5.0M 0 5.0M 0% /run/lock
none tmpfs 32G 17M 32G 1% /run/shm
/dev/sda6 extd 241G 48G 181G 21% /vms

/dev/sdbl ext3 1,96 35M 1.8G 2% /mnt

root@HZ-UIS01-CVKO1l:~#
root@HZ-UIS01-CVKO1l:~# umount /mnt
root@HZ-UIS01-CVKOl:~# df -Th

Filesystem Type Size Used Avail Use$% Mounted on
/dev/sdal extd 28G 5.7G 21G 22% /

udev devtmpfs 32G 4.0K 326G 1% /dev

tmpfs tmpfs 13G 408K 13G 1% /run

none tmpfs 5.0M 0 5.0M 0% /run/lock
none tmpfs 32G 17M 32G 1% /run/shm
/dev/sda6 ext4 241G 48G 181G 21% /vms

8. BBREIZ BN -sync
N4 sync, AS4 WAET ARG E N EAE, Siostl S NS .
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root@HZ-UIS01-CVKOl:~# sync
root@HZ-UIS01-CVKOLl:~#
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